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ABSTRACT

A technical basis for making decisions relative to assessing and
improving thg status monitoring systems for engineered safety features (ESF)
has been developed. The fundamental assumption guiding this investigation is

-that the effectiveness of how a particular component or system's status ‘is
“monitored should be commensurate with its safety significance. A methodology
is proposed whereby the relative importance of safety systems and components
is determined dsing probabilistic risk assessment techniques. This approach
was applied to determine the importance of ESF systems and components for the
plants evaluated by the Reactor Safety Study. A comparison of these results

.to the actual status monitoring techniques used in the specific plants was per-
formed to evaluate the usefulness and practical Tlimitations of the technica]
approach. Althodgh the intent was nof to evaluate the adequacy of exiSting

ESF status monitoring schemes, some observations resulting from the p1anf
specific assessments are provided to illustrate the type of conclusions and
information which the risk based approach can produce.
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LIST OF ABBREVIATIONS/ACRONYMS

BIT Boron Injection Tank (PWR)
BWR Boiling Water Reactor

CR Confro] Room

CSD Cold Shutdown (Figure 4.11)
CST Condensate Storage Tank

cves Chemical and Volume Control System (PWR)
DG Diesel Generator (Figure 4.19)

ECCS Emergency Core Cooling System

EEG Emergency Electrical Generator (Diesels, Figure 4.10)
ESF Engineered Safety Feature

HCV Hydraulic Control Valve

HSD Hot Shutdown (Figure 4.11)

HX Heat Exchanger

LC . Locked-Closed _

LCO Limiting Conditions for Operation

LHSI Low Head Safety Injection
LO Locked-Open
LOCA Loss of Coolant Accident

MOV Motor Operated Valve

NC Normally C]osed

NO Normally Open

oc Outside Containment (See Table 4.3)

OSRS Outside Spray Recirculation System (Containment Spray
~Recirculation System trains with pumps outside containment, PWR)

PTL Pull to Lock



LIST OF ABBREVIATIONS/ACRONYMS (Continued)

PWR Pressurized Water Reactor.

"RHR Residual Heat Removal (System)
RUST Refueling Water Stofage Tank (PWR)
S1 Safety Injecfion

SOV Solenoid Operated Valve

TMI | Three Mile Is]and~-

NOTE: Abbreviations for the ESF Systems are giVen in Tables 4.2 (page 17) and
4.6 (page 53) for the PWR and BWR, respectively.
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1.0 BACKGROUND

Recent events have reemphasized the importance of those aspects of
design and operation whiéh affect the operator's ability to efficignt]y
prevent, diagnose, and respond to off-normal events. One such aspect is the
manner in which the status of the systems and/or components specifically
desiqned to respond to potential accident cond1t1ons is monitored. The
primary ingredients of this facet of design and operation entail the selection
of the specific components 6r'subsystems which should be monitored and the
specific monitoring mechanism by which their status is made known to the
operator. Some examples of status mbnitoring techniques currently employed
are equipment tags, oral and written communications, position indicator
Tights, and alarms in the control room. The integration of these ingredients
define what is referred to in this investigation as a monitoring "scheme".

'The incident at Three Mile Island (TMI) was certainly the most
publicized confirmation of the safety significance of compbnents which are
bypassed or deliherately rendered inoperable. The fact that multiple valves
in the Auxiliary Feedwater System were left in the closed position for an
extended p9r1od following maintenance actions contributed to the progression
of the TMI accident. WASH- 1400(1) and subsequent risk assessments have
pointed out the significance to public safety of "valved-out" components or
systems and the importance of alerting the operator to these conditions.

‘ The current requlatory approach to aSsessinq the acceptability of
the manner in which the status of bypassed, or inoperable, safety systems or
components is monitored is embodied in Requlatory Guide 1.47. (2) This gquide
sets forth relatively broad criteria by which the safety significance of a
bypass or inoperable condition should be assessed. The guide then calls for
automatic indication of those bypasses or inoperable conditions which meet
these criteria. For example, the guide calls for automatic indication of a



bypass or inoperable condition "that is important to the safety of the public"
and that can "reasonably be expected to occur more frequently than once per
year."

_ In recent years, increased interest has arisen in alternative
regu]étory procedures to ascertainfthe acceptability of various elements of
nuclear plant design and operation. This has resulted (at least, in part)
"fromvthe perception that present procedures do not adequately focus on what is
tru1y imbortant in reactor. desiqn and. operation. This could result in an.
inefficient use of safety resources where unwarranted attention is paid to
insignificant problems while major problems are rot addressed.

As a result of the extensive post-TMI investigations, the NRC has
concluded that a probabilistic risk approach "can providé great insight into
the relatiVe safety significance of reactor plant systems and desigh
features";(3) ‘Accordingly, the Action Plan_whiéh resulted from these
investigations calls for the application of these techniques to safety system
étatus monitoring (Task I.D. 5 of’NUREG-OGGO). Such a study would supplement
activities by the requlatory staff to develop and implement positions related.
to status monitoring.

The development of a more thorough, systematic technical basis for
decisions relative to  improved status monitoring of safety systems than
presently exists could provide a significant contribution to the enhancement
of publfc Safety, : It 1s the primary purpose of this analysis to ascertain
whether a-probahi1istic risk;based'approach can supply this tedhhica1‘basTs'by
providing va1uable.insights into the relative importance of individual
components. A more detailed discussion of ‘the objectives of this -analysis
“follows. '



2.0 - OBJECTIVES

The general objectivé.of the work reported here was to develop a
technical basis for decisions re]ative‘to ihprovementé in the monitoring of
safety systems and components which could ultimately lead to an enhanced level
of safety over that which can be (and has been) achieved by previous
approaches. | ' '

“ One of the” fundamental assumptiohs of this analysis is that the
technical basis referred ‘to above should explicitly address the relative
importance of dindividual systems, subsystems, and components. It is
- impractical, unnecessary, and often counterproductive to demand an equal level
of monitoring for every component. Regu1atory Guide 1.47 recognizes this
point and proceeds tb define a basis for a "practical indicating system
éovering a wide range of commonly expected conditions.” The guidelines call
for automatic indication of the status of components which are "important to
the safety of the public" and can "reasonably be expected [to be_ in an
inoperable condition] more frequently than once per year." It was the
objective of this analysis to develop a technical basis which would involve a
more systematic and detailed evaluation of‘componeht-dr subsystem importance
than the relatively broad criteria cited in Regu]atory Guide .1.47. '

In this regard, probabilistic risk assessment has been proposed as a
valuable technique to model the relationship of individual components to
overall plant safety and thereby provide a logical method for assessing and
comparing the relative -importance of any one element of the plant. In fact,
the Lewis Committee, in their review of'wASH-1400, stated: "The information
provided by probabi1istic risk assessment about the relative importance of
different accident sequences should be, to a much greater extent than is



currently the case, incbrporated into the determination of requlatory and
enforcement priorities... the methodology is the best quide we have to what is
important to- reactor safety."(4) Therefore, the second objective of thié
analysis was to ascertain whether the .use of probabilistic risk analysis
could, by allowing a systematic assessment of component importance, provide a

useful input to the development of effective monitoring schemes.

As in most analyses which attempt to define an appropriate
methodology to solve a specific problem, it is necessary to test the method in
‘an actual operating situation to assess both its theoretical and practical
-value. Accordingly, the third objective of this ana]ys1s was to compare the
‘probab11lst1c risk based importance ranking of safety system components to the
actual monitoring techniques employed in an operating plant. In this way, it
is possible to ascertain whether the effectiveness of the monitoring technique
which "has resulted from the application of existing design practices "and
regulatory procedures is commensurate with the safety significance of the
monitored components. It is then possible both to assess the practical value
of a risk based approach and to identify areas where the existing monitoring
scheme could be improved. Thus, the general objective of developing a sound
basis for improvements in the monitoring of safety systems and éomponents
encompasses the more specific objective of defining a useful measure of
component importance ahd ascertaining the value of probabilistic risk
assessment as an effective tool in this process.



3.0 TECHNTCAL APPROACH

The series of steps that were performed to accomplish the specific
objectives (and thereby the general objective) stated.in the previous section
can be logically summarized as a two step investigative process in which a
hypothesis is stated and an experiment is designed and carried out to test
that hypothesis.

3.1 Definition of Effective Monitoring Scheme

The primary function of an effective monitoring scheme (in which the
individual components to be monitored and a, specific monitoring mechanism for
each are identified) is to ensure that the reactor operating.crew has the
optimum amount of information available concerning the Status of the safety
systems when it is needed. Since this optimum is not achieved by providing
an equally effective indication of all possible inoperable or bypassed
conditions, the ability to match the appropriate monitoring technique to the
individual component importance becomes the fundamental requirement. Thus, in
judging the effectiveness of a specific monitoring scheme, or in jddging the
effectiveness of a particular method of developing.such a monitoring scheme,
the true test is the relative validity of the following hypothesis: A

The ability of the operating crew to efficiently determine the
status of a safety related system or component is commensurate
with the safety significance of that system or component.

3.2 © Evaluation of Existing Monitoring Schemes

In order to achieve the objectives stated in Section 2.0, an
experiment was designed and carried out to test thé above hypothesis utilizing
the existing monitoring schemes of two operating plants (one BWR and one PWR)
and a measuré of safety significance based on probabilistic risk evaluations
of these plants. | | '



By comparing the relative risk significance of the individual
components to the effectiveness of the specific mechanism by which their
status is made known to the operator (e.g., equipment tags, alarms,
oral or written communication, etc.) it is possible to determine whether a
corkespondence exists between the safety significance of the components and
the manner in which -their status is made known to the operator (i.e., the
hypothesis can -be tested). In addition, for those instances where this
correspondence does not exist, it can be determined whether there are
legitimaté considerations concerning actual plant operation which justify a
monitoring scheme different from that which is suggested by a_probabi]istic
risk ranking. - This provides a basis to judge the abi]ity»of a probabilistic
risk assessment to effectively incorporate the important and diverse aspects
of actual plant operation, and thus provide a useful input to design and/or
operational decisions concerning status monitoring.

Thus, the experiment is designed to meet both the specific
objectives of identifying potential improvements in existing plant monitoring
schemes and assessing the value o? a probabilistic risk approach to accoﬁp1ish
this. By achieving these specific objectives, the more general objective of
improving the technical basis for decisions related to safety system
monitoring can be accomplished. In the following subsections, the details of
this experiment and the manner in which it was carried out are presented.

3.2.1 Risk Ranking

The first step in the experiment was to develop a relative ranking
of the safety significance of the individual components comprising the systems
designed to respond to potential accident conditions. There are numerous ways
in which the. "importance" of an individual component can be judged.
Pertinent questions which relate to this assessment include:

0 How often is the component called upon?

. How reliable is the system with this component out of.service?



] Are there additional systems'which can act as‘backup?
e What is the reliahi]ilfy.of these backup systems?’

‘& What are consequences of system failure?

A]] of these questions suggest that a phobabiliéticv risk model (in which
accident sequences are delineated -and the overall risk is expressed as a
function of the ﬁndividuaT»component availabilities) would provide a logical
basis for assessing component importance.

Qualitatively, the importance of a,compohent can be expressed as the
degree to which the likelihood of a serious cohsequence is increased should
that component not be available to pefform its designed function. . This
qualitative definition appears reasonable since the fundamental purpose of the
safety systems is to minimize the likelihood of serious cbnsequences.
Quantitatively, the probabilistic risk model can be utilized to define
importance as the incremental change . in risk given that the component is
unavailable. | B T

The WASH-1400 risk assessments were selected as the base line models
for each plant considered in these evaluations. These models were chosen
because: (1) they represent the best available risk analyses of the plants,
(2) while certain deficiencies in these models have been identified, the
nature of these deficiencies does not seriously inhibit a relevant ranking of
risk contributors, (3) the available resources could be more directly focused
on achieving the objectives of the analysis if available models were utilized,
and (4) the results of the analysis could be presented in a framework familiar
to the industry to enhance peer review. '

o The initial step in utilizing the WASH-1400 models was the selection
of the appropriate measure of risk. While many such measures exist, many of
them are plant or site specific and entail considerations unrelated to the
function of the safety systems (e.qg., population distributidns and



meteorlogical conditions). The primary design objective of the safety systems -
is to prevent or at least significantly reduce the probability of events which
could release radioactivity from the core. In addition, the operator's
primary goal in response to an upset condition is to prevent core damage.
Accordingly, one appropriate measure of risk can be faken to be the frequency
of core melt. This measure allows the calculation of the importance of each
Aﬁéomponeht to be based upon the primary goal of both p1éhtudesiqn-and»operator--
response and therefore provides a measure consistent with the objectives of
this analysis. As discussed in the Section 5, Summary and Conclusions, the
choice of the particular measure of'risk does have some impact on the ranking
of COmponent importance. White core melt probability represents the best
“choice of all measures for the purposes of this. analysis for the reasons
stated ahove, this choice does have ‘the effect of reducing the importance of
systems primarily designed to mitigéte the effects of core melt rather than
prevent core melt (e.g. containment ESF's).

For each plant, the overall risk model was represented by a list of
the accident sequences along with the fault trees associated with events in
these sequences. Of course, not every possible sequence for every event tree
in WASNH-1400 was included in the baseline model. However, every sequence
which contributed at least 1% to total core melt frequency was included. In
addition, careful checks were made to ensure that no sequence was excluded
which could contribute significantly to a revised core melt probability if one
bf the subsystems involved were rendered inoperable. Thus, it could be
demonstrated that utilizing-a less than "complete" list of sequences wbu]d}not
resu1t in overlooking key pieces of equipment whose outage would significantly
increase the probability of core melt. The resultant sequences are listed in
Tahles 4.1 and 4.5, Note that sequences involving each of the basic
initiating events identified in WASH-1400-are included in the table.



Given the list of séquences, the process of ca]cu]atiﬁg the
component importance was relatively straightforward and involved the following
major steps: -

1. The baseline core melt frequency, F(Base), was calculated using
HASH-1400 point estimate unavailabilities for the various systems
and components. These ca1cu1at1ons did not assume the '

unavailability of any individual components

2. For each component iﬁ the engineered safety systems the core melt
frequency conditional upon the unavailability of that component
[F(coMP)] was calculated subject to the following constraints:

o The contribution to unavai]abi]ity in the risk model from
maintenance outages which are prohibited by 11m1t1ng conditions
for operation (LCO) were not included.

o The common mode failure contributions to system unavailability
which involve the component taken out of service or any disabled
train resulting from the component outage were not included.

These two constraints can be illustrated by the following example

which postulates a two component system: Pump A and Pump B, either

of which can provide adequate flow from System C. The limiting

conditions for operation (LCQ) require that one of these two trains
~ be available at all time during full power operation.

Pump qump‘
A B
Hardware - ’ Hardware
Test and Maintenance Test and Maintenance
Common Mode Common Mode



The baseline model would include cdntrihutiohs to each conponent's
unavailability from hardware faults, test and maintenance outages,
and common cause failure events (which fail both pumps). In
ca]culatind'the brbbabi]ity'of system failure given fhat'Pump A is
taken out for maintenance, the test and maintenance and common cause
contributions. to Pump B unavailability.should not be included. The
condition system failure probability is then simply ‘equal to the’
probability that hardware ?qu]ts will cause Pump B to fail to start
and run. It should be noted that only those maintenance acts
precluded by LCO are deleted from the calculations For example,
~maintenance on a BWR HPCI pump would preclude any allowable outages
in the LPCIS. However, outages of the ESWS would still be
permitted, and the test and maintenance contributions for the ESWS
would be included in the importance calculations for the HPCI pump.

In a similar manner, the effect of common mode contributions were
altered to correctly model their importance when certain components
or trains are taken out of service. If there had been a third pump
in the above example, the common mode failure of Pump B and the
additional pump would have been inc]uded (a1thou§h the probahility
of this event would presumably be different than the common cause
failure of all 3 pumps in the base]ine model).

These two constraints are designed to ensure that the risk model
accurately reflects the plant condition when components are taken
out of service. The actual probability of maintenance outages is
siqnificéntly decreased when these maintenance outages are
prohibited by LCO.. While an accurate value for the probability of
LCO violation is difficult to calculate, it was considered to be
much lower than the baseline risk model probability of ‘maintenance
outage (which does - not reflect the impact of LCO on equipment
outage). Therefore, the baseline risk model probability of
maihtenanCe outage 1in ‘theése .situations was not included in the

10



'unavailability calculations. - The significance of most LCO
violations can still be assessed by looking at the system (rather
than component) importance.

3. For each component, the ratio of F(COMP) to F(BASE) was determined.
For example, if taking component A out of service exposes the plant
to a risk level twice as high‘as when component A is not rendered
inoperable, the importance of component A will be equal to 2.0..

The models used to calculate the importance of individual components
were also used to calculate the importance of entire systéms and
individual trains of redundant systems. In fact, the calculation of
system or sub-system importance was often an intermediate step in
determining individual component importance.  Extracting and
reporting these calculations of system or sub-system importance was
considered to be a valuable step in the analysis because:

(1) this: 1nformat1on can reflect the 1mportance of combinations of
components which might be obscured by Tlimiting attent1on to
individual component importance;

(2) system level importance can be used to assess the safety
significance of LCO violations which were explicitly precluded
from calculations of the unavailability of individual components.

(3) the status of systems or sub-systems is often more directly
useful to the operator in an emergency situation than
information concerning numerous individual components.

In order to illustrate the steps discussed above, an example
calculation is presented .in Appendix I.  This eXample starts with the baseline
risk model and proceeds step-by-step to calculate the importance of the
PWR Containment Spray Injection System and one of the pumps in that system.

11



3.2.2 Evaluation of Monitoring Technique

"The next step in the process of testing the hypothésis was to
evaluate the relative effectiveness of the existing monitoring technique for
each' component. In order to accomplish this, visits were made to both of the
plants for'which the baseline risk assessment had been performed. For each
. component, the specific mechanism by which the status of that component is
made known to the operator ‘was described and discussed with operators and
other plant personnel. '

The various types of monitoring techniques (e.g., annunciation in
control room, equipment tag, indicator light, etc.) were then reviewed with
plant operators and with experts on human factors engineering to assess the
relative effectiveness of each technique in alerting the operator to the
- component status. It is important to note that no explicit attempt was made
to evaluate the ahsolute acéeptabi]ity of any individual monitoring technique
(just as no attempt was made to evaluate an acceptable level of risk). The
goal was to rank the various techniques by their relative effectiveness so
that the comparison with the risk importance ranking could be made.

It should also be noted that a complete detailed human factors
evaluation of the control room and plant status monitoring systems was beyond
the scope of this analysis and was not considered necessary to achieve the
objectives prev50us1y stated. More precisely, this analysis was primarily
.éoncerned with the effectiveness of the monitoring technique in transmitting
information pertaining to component unavailability to the operator. Examining
the anticipated task and work 1load requirements 1in order to assess the
operator's capability to effectively receive such information, while certainly

not ignored, was a secondary consideration in the relative ranking of
monitoring techniques.

_ Both the transmission and reception factors are very important in
-the- development:-of -an effective  status monitoring scheme.- -However, as noted"

12



“in Section 2.0, an underlying assumption of this analysis is that matching a
component's importance to the effectiveness of the manner in which:its status
is transmitted to the operator is a critical first step in ensuring that the
operator receives the necessary information to perform his required tasks.
Nnce an effective transmission scheme is developed based on risk impoftance,‘a
careful work load and task analysis can (and should) be performed to ensure
that the operator 1is capable of receiving and utilizing this transmitted
information. ' |

While precise equations were not used to determine the effectiveness
of each type of monitoring technique, the following questions illustrate some
of the major factors that went into the evaluations:

e How likely is the operator to become aware of and remain aware of
, the status of the component? (This is the fundamental question).
. What type of display is used in the control room?

. Are there procedures for confirming that the operator received the
information?

) Are spurious signals common?
° How often is information updated or checked?
. What are shift change procedures?

0 What is the testing procedure for indicators?

-In actual practice, many of the components were monitored in a very
“similar manner to numerous other components. Because of this similarity in-
~technique and the level of inherent uncertainty which would make impractical a
differentiation of two techniques which varied only in minor details, a few -
basic "types" of monitoring were identified and each component was grouped
into one of these types. (For example, one "type" of monitoring technique is
the use of equipment tags on a console control switch).

The judgments that go into the ranking of the effectiveness of
alternative monitoring techniques are necessarily somewhat subjective in

13



nature. However the'clear difference in the "types" of techniques coupled
with the expertise of the human factor engineers (drawing on human engineer-
ing principles which are based on objective quantitative analyses and experiments
concerning similar man/machine interface problems) was judged.to be sufficient
. to produce the necessary confidence that the relative ranking was-accurate. - -

3.2.3 Comparison of Risk Ranking and Monitoring Technique Effectiveness

The third major step in the analysis was to compare the results of
the first two evaluations described above. That is, a determination was made
whether there existed a-correspondente between the risk importance of an
individual component and the effectiveness of the manner in which it is
monitored. |

This comparison was undertaken with the recognition that both
measures ("risk importance" and "monitoring effectiveness") involve a certain
degree of uncertainty. This uncertainty was taken into account with regard to
"monitoring effectiveness" by recognizing that it was impossible to
differentiate between numerous techniques which differed only on minor
details. Therefore, the specific techniques were grouped into a few basic
"types" which could .then be ranked accordingly to their effectiveness. With
regard to risk importance, a realization of the uncertainties inherent to the
underlying risk assessment prevented any attempt to differentiate between
~small differences in calculated importance. This again led to the
categorization of importance into a few basic groups which could be designated
as "very important“, "moderately important", and "not important".. )

As will be seen the recognition of these uncertainties is and
the incorporation of these uncertainties into the comparison process did not
prevent the comparison process from producing some valuable results. The
both“in "risk importance" and "monitoring effectiveness". Hence, the
determination of whether a "vefy important" component was also monitored in a
"very effective" manner was adequate to achieve the objectives of this
ana1ysi$. mren e e

14
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4.0 RESULTS OF PLANT EVALUATIONS

This section presents the results of the analyses described in
Section 3. The PWR evaulations are provided in Section 4.1 and‘theABWR
results are discusﬁed in Section 4.2. For each plant, the risk based
importance calculations are presented for the major components of the plant
" ESF's. The different monitoring techniques emp]oyed_at the plant are then
described as well as other areas such as. maintenance and shift turnover |
procedures, which are an important part of the monitoring scheme. These
various mechanisms are then evaluated to assess their relative effectiveness
“in making the operator aware of the status of a given component. Finally, the
evaluations for each plant conclude with a comparison of the importance of a
particular component with the effectiveness of itsvstatus monitoring
technique. Examples where apparent inconsistencies exist between the
importance and monitoring effectiveness are discussed and some specific
conclusions for each plant are presented.

4.1 PWR ESF Systems Status Monitoring Evaluations
4.1.1  PWR System and Component Importance Results

, The accident sequences used to calculate the core meTt frequency for
the PWR are listed in Table 4.1. These sequences were calculated in
wASH-1400(1) to have a nominal core melt frequency ranging from approximately
10_5/yr to 10'7/yr. The important plant systems in these sequences which were
evaluated in this study are listed in Table 4.2. The abbreviations used
throughout this report are given in parentheses in this lisfing. Using the
methodology descirbed in Section 3.2.1, the importance of each éystem and its
constituent components was calculated. The importance of each system is given
in Table 4.2, while the values for the major components in these systems are
presented in Table 4.3. As defined previously, the importance is the ratio of
the core me]t‘frequency with the indicated component (or system) out of service
(i.e. with the component or system unavailability equal to 1.0) to the nominal

core melt frequency determined from the WASH-1400 point estimate unavailabilities.
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Table 4.1 _
PWR CORE MELT SEQUENCES

WASH-1400 Accident

Sequence Designation ' - ' Description i}
. Ab - - . large LOCA with Fa11ure of . Emergency Coo]ant InJect1on
-~ A © Large’ LOCA with Fa11ure of Emergency’ Coolant Recirculation”
S]D ' Small LOCA with Failure of Emergency Coolant Injection
'S]H' ‘ " Small LOCA with Failure of Emergency Coolant Recirculation
S50 ' ~ Small-Small LOCA with Failure of Emergency Coolant Injection
S,H : . Small-Small LOCA with Failure of Emergency Coolant
‘ Recirculation
SZC Small-Small LOCA with Failure of Containment Spray
' Injection
SZG ‘Smal1-Small LOCA w1th Failure of Containment Heat
‘ Removal
SZF . Small-Small LOCA w1th Failure of Conta1nment Spray
Recirculation
" TML "Transient w1th Loss of Main Feedwater and Failure of
. ‘ Auxifiary’ Feedwater. .
TKQ Transient with Failure of Reactor Protect1on System and
) Stuck-Open Relief Valve.
TKMQ Transient with Failure of Reactor Protection System,
Loss of Main Feedwater and Stuck-Open Relief Valve.
“TMLB! ' Loss of Offsite Power in Excess of Three Hours with

Failure of Auxiliary Feedwater.

16




- Table 4.2
PWR ESF SYSTEMS IMPORTANCE*

Auxiliary Feedwater System (AFWS) : 1800 -

Low Pressure Recirculation System (LPRS) A33'
High Pressure Injection System (HPIS) 30
‘High Pressure Recirculation System (HPRS) - 30
Containment Spréy Injection System (CSIS) 24

Containment Spray Recirculation Systém (CSRS) 24
Containment Heat Removal System (CHRS) 24

Emergency AC Power System (Diesel Genérators) 13

Accumulators (ACC) : - 10
Low Pressure Injection System (LPIS) , 3.3
Containment Isolation | ' 1.0%*

* Importance is defined as the ratio of the core melt frequency with
the indicated system unavailable to the nom1na1 WASH 1400 core melt
frequency. :

** The selection of core melt frequency as a measure of risk for this
study affects this value, as containment integrity has negligable
effect on PWR core melt. frequency. The use of other measures of
risk would show conta1nment isolation to- be more important.
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Table 4.3
PWR ESF COMPONENT RANKING -

Very Important Components

Component {System). Importance
Condensate Storage Tank (AFWS) : 1800
Refueling Water Storage Tank (HPIS, LPIS CSlS) 32
Manual Valve 1-CS-25 ?ﬁPIS LPIS) : 32 :
Boron Injection Tank (HPlS) S <o 30 . '
Manual Valve SI1-24 (HPIS) 30
Turbine Driven AFW Pump: (AFWS)- : FEET - EERIR | I R
Manual Valve XV153 (AFWS) 16 -
Solenoid Operated Valve 102 (AFWS) 16
Accumulators (ACC) 7.2
MOV's 1865A, B, and C (ACC) 7.2
MOV 1890C (LPIS) 3.3
MOV's 1862A and B (LPRS LPIS) 3.1/2.9*
Manual Valves A03 and 803 (LPIS) 2.9
LPIS Pumps (LPIS LPRS) 2.9
MOV's 1890A and B (LPIS) 2.9
MOV's 1860A and B (LPRS}) 2.8

" Moderately Important Components

Component (System) Importance
Charging Punp Cooling Water Pumps (HPIS, HPRS T.B
Charging Pump Service Water Pumps (HPIS, HPRS

1

Electric Motor Oriven.AFW Pump (AFWS) 1

Manual Valves XV168 and 183 (AFWS) )]

MOV's 1867A, B, C, and D (HPIS) 1

MOV's 1863A and B (HPRS 1

MOV's 1869A and B (HPRS 1

Boron Injection Tank Heaters (HPIS) 1

Diese)l Generators (AFWS )}

MOV's 11158 and D (HPIS ]

Boric Acid Piping Trace Heating Circuits (HPIS) 1

Manual Valves V4A and B, and “A and-B (CSIS) )

MOV's CS100A and B (CSlS) )|
CSIS Pumps (CSIS) }.

)

1

1

1

1

1

1

1

1

1

Spray Header and Nozzle Assemblies (CSIS)

MOV's 1864A and 8 (LPIS)

Manual Valves 18660, £, and F (HPIS)

MOV's RS 155A and B (CSRS)

CSRS Pumps Outside Containment (CSRS)

MOV's RS 156A and B

HX's for CSRS Trains 0.C.** (CSRS)

Spray Header and Nozzle Assemblies for CSRS Trains 0.C.
MOV's SW 104 C and D (CHRS)

MOV's SW 105 C and D (CHRS)

Manual Valves XV2A20; Xv2B20; XV2A2), and XV2B21 (CHRS)

Unimportant _Components (Importance = 1.0)

HPIS .
HOV's 1267A, 1269A, 1270A, and 1286A and 8, Charging Pumps

HPRS
WoV's 12678, 12698, 12708, 1287A, B, and C, and 1842

[
WOV's CSI01A, B, C, and D

CSRS
Motor driven pumps inside containment and HX's and spray assemblfes assocfated
with those pump.trains.

CHRS

MOV's SW 103A, B, C, and D, SW 104A and B, and SW 105A and 8
Manual Valves XV1A2), XV1B20, XV1A21 apd XViB21

AFWS

MOV 102; Manual Valves XV140, 141, 150, 151, 170 and 171

danval Valves in injection lines leading to main feedwater lines.
Manual Valves in Turbine Drive Steam Sunnly Lines,

*First value 1s for LPRS Tmpact, while -the second is for LPIS. (See Table 4.4
for explanation).
*+0.C. = components associated with CSRS Trains whose pumps are outside containment.

18



-As an example, in Table 4.3 an accumulator has an importance of 7.2. This
means that if one of the three accumulators is taken out of service, the
frequency of core melt is ca]cu]éted to increase by a factor of 7.2 during the
outage.

Each component in Table 4.3 is Tisted as it is identified in
Appendix II of WASH-1400. In most cases the labels are jdentical to those
used at the plant. Although all components listed on the WASH-140C system
diagrams were considered in the analysis, some have not been Tisted in the
ranking table, to limit the table to a reasonable size. A1l major components
such as motor operated valves (MOV's) and pumps which might have to be taken
out of service during operation are inc]uded. However, certain components,
such as the check valves in HPIS injection lines, are not listed because their
importance would be the same as for the manual valves in the same lines (which
do appear in the table).

The importance ratios given in Tables 4.2 and 4.3 are expressed in
terms of two significant figures for comparison purposes only. They
illustrate the type of results and subtle differences which arise using the
WASH-1400 data. The use of two significant figures is not intended to imply
such a level of precision in the calculations. The uncertainties associated
with the VASH-1400 data and analyses are such that for practical purposes a
difference in importance, for example between 1.2 and 1.5, can not be
convincingly substantiated in most cases.

The components listed in Table 4.3 have been grouped into three
broad categories based on the calculated importance ratios. These groups
were arbitrarily defined for the sole purpose of demonstrating the methodology.
There was no intent to recommend or establish guidelines by quantifying the
boundaries of these categories. "Very important® components are those which
increase the core melt frequency by more than a factor of two. As can be
seen, this category encompasses three orders of magnitude. However,
practically the grouping is not nearly this broad as the Condensate Storage
Tank is not subject to "outages” in the traditional sense as applied to
other components like pumps or valves. "Moderately important" components
are those having importance ratios between 1.1 and 2.0. "Insignificant"
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components are those whose outage has negligible effect on the core melt
frequency. Some of the more important components will be discussed
briefly to explain the reason for their relative position on the ranking:
list. ' ' o
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Cleér]y the most important component in the PWR ESF systems analyzed
in this study is the Condensate Storage Tank (CST). This is the only source
of water for the AFWS, which, if pnavailable, will fail this system. The AFVS
is the primary means: for: heat removal if the power conversion system is
unavailable. Hence, it is very important in the transient initiated sequences
which comprise a major contribution to the PWR core melt frequency. Because
of the'relative]y high unavailability of the pdwer conversion system in the
transient sequences, the unavailability of AFWS, which would result from
unavailability of the CST, greatly increases-the likelihood for core melt, as
shown in Table 4.2. The importance of the CST has of course been recognized,
and the plant LCO preclude operation without this source of water.

The HPIS is another very important system, and components whose
outage fail this system also rank high on the 1list in Table 4.3.  The
Refueling Water Storage Tank (RWST) is the sole source of water for the HPIS,
LPIS, and CSIS. Again the LCO require this component be available for
operation. However, if the RWST is assumed to be unavailable to supply water
to these systems, the LOCA initiated sequences become the dominant
contributors to core melt frequency.  Manual Valve I-CS-25 is in the single
line which supplies water from the RWST to both the HPIS and LPIS. If this
valve were closed (as would be the case if the RWST were isolated), no water
would be available to these key emergency coolant injection systems. Hence,
the importance of this valve is essentially the Same'as that calculated for
the RWST.* Similarly, manual valve SI-24, which is also in the HPIS suction
line, but downstream of the LPIS suction 1ine junction, is very important.
Closure of this valve disables high pressure injection. Since itAdoes not
impact LPIS, its importance is slightly. less than that of manual valve
1-CS-25. Finally, outage of the Boron Injection«Tank (BIT),vis‘assumEd to
fail the HPIS as water must pass through this component in the normal
aligmment for coolant injection. 'LCO preclude isolating this component during
operation. ' ‘

The next grouping of components in the ranking affect the operation .
~ of the turbine driven pump of the AFWS. AsAalready'noted, the AFWS is the

*The CSIS would still be available as it has separate suction lines from the’
RWST. )
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most important of those analyzed in this study. The turbine driven pump is an
“important part of this system beéause it provides diversity which permits the
AFYS to perform in the event of a loss of electrical power. The pump and its
turbine drive, .SOV 102 in the turbine steam supply line, and manual valve XV
153 in the pump suction line from the CST are all essential to operation of
this leg of the AFWS. '

7 The accumulators and the MOV's in their discharge lines (1865) are
—-al'so impdrtant because response to large and small (Sl) LOCA's require 2 out
of 3 accumulators, Since it is assumed that the accumulator injecting into a
“broken ley" does not supply water to the core, an outage of an accumu]ator
which feeds an intact loop would result in system failure. '

The only other single component in Table 4.3 that can disable a
system is MOV 1890C in ‘the LPIS. This valve is in a single line which
supp]ieS“flow from the LPIS pumps to the cold leg injection header. If this
valve is left closed, LPIS is unavailable. Power has been removed from this
valve to prevent an 1nadvertent closure by the. operator. However it can
still be operated manually. Because of the rather low probability of 1large
LOCA's which require LPIS, MOV 1890 C is. not as 1mportant as those components
discussed previously for the HPIS.

4.1.2 PWR Monitoring Techniques

Several factors contribute to what is defined in Section 1.0 as the
status moiitoring scheme for a given plant. The integral parts of the scheme
are the control room displays for the various systems and - components.
However, administrative procedures are also very important.  Maintenance
procedures, if corréctly followed, contribute to the information provided to.
the Operqtor about component availability. Shift change procedures are also
an important means. of cohyeying information to the operator. This section
describes these and other various facets of the status monitoring system for
the PWR analyzed in this-study.
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4.1.2.1 Contr01 Room Layout

Before describing the indfvidual status monitoring téchniques. for
the ESF systems and components, a brief description of the control room is
required to introduce some terminology and provide background to place the
different mechanisms in perspective. Both plants considered in this study
have two reactors, each operated from the same control room. For the most
part,.controls and displays pertaining to Unit 1 components are on one side of
the room while the second unit is operated on the other side. The controls
needed to operate most major components and the ESF systems are located on two
consoles both of which face the 6perator when he is performing routine
operations. The inner console immediately in front of the operator is desk
shaped. This console contains controls for most all major components»which
the operator is required to use during routine and emergency conditions. The
secdnd, or outer console, is on a vertical wall behind this desk. This wall
also contains some controls, principally for valves that are used to isolate
components or alter configurations of systems. Also displayed on the outer
console are meters which display various measurements (e.g., temperature,
pressure, tank water levels, eté.) taken in the plant. At the top of the
outer console, just beneath the ceiling, are the annunciator panels. There are
13 pane]s'for each unit, ten panels having 64 windows (8 by 8 array) - not all
of which are utilized - and three panels having 40 windows (4 x 10 array).
Figure 4.1 shows a typical annunciator panel; The side wall of the control
room, ~perpendicular to the wall which comprises the outer console, contains
controlf and disptays for the boric acid heating systems and the diesel
generators.. '

4.1.,2.2 ESF System Level Monitoring
' The PWR evaluated in this study has no system level monitoring for
the ESF systems listed in Table 4.2. There are no single indicators or

annunciators in the control room which‘explicitly inform the operator of the
availability of a given system, or one train of a system (such as "LPIS Train
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A Unavailable"). The operator must infer the system state from the individual
component status monitoring. displays, as,deééribed in Section.4.1.2.3. The
Systems status is reviewed at shift turnover by completing a checklist (see
Section 4.1.2.4), but this only Servegito periodically update the_operqtor.

' ThiS‘administrative procedure does not. inform the operator- at the moment the

system outage occurs.
4,1.2.3 Component Displays in Control Room

Only a few different techniques are utilized to control and monitor
the status of the components listed in Table 4.3. In most cases the method
depends on the type of component - for example, a motor operated valve or a
pump. Table 4.4 summarizes the different monitoring techniques which were
observed and gives examples of ESF system components which are monitored by
each method. A_comprehensive listing of the monitoring techniqués for each
component considered in this analysis is provided in Appendix II. A detailed
description of the basic methods summarized in this appendix and Table 4.4 is
provided in this section. An evaluation of their relative effectiveness is
given in Section 4.1.3. | 1

‘Console Display for'MOV Control. The sahe display technique is used for -

. - . . *
almost all MOV's in the plant. An example is presented in Figure 4.2.  This
display consists of a selector switch which allows the operator to operate the

valve remotely from the control room. The small handle can be turned to the
Neft (for close) or to the right (open) from its normal vertical position. A

pair of indicator lights are located immediate]j above each switch. A green
Tight to the upper left of the switch signifies "closed" when illuminated,
while the red light on the upper right means "open". Beneath the control
switch is -a label which identifies the MOV by its a]phanumehic identifier,
providés'an'abbreviated description of its function, and identifies the bus
which provides pover to the motor. This type of control/display is referred
to by the phrasé "position indjcator lights with control switch"'in Table 4.4
and Appendix 11, '

*Unit 1 of the PWR p]ant evaluated for this study was not -operating when the
photographs included in this report were taken. Hence, some of the handle
positions and indicator lights illustrated by the figures in this report may -
not reflect the normal status of that component during operation.
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Table 4.4
PWR LSF SYSTEM COMPONENT STATUS MONITORING® METHODS

Monitoring Technique * Example Components

Position Indicator Lights "MOV's 1867 A, B C,&D: BIT Inlet and Outlet Va]ves '
- With-Control SWi"tCh""“’“""""'""':M.'Chalr‘g1ng Pump Cooling Water and Service Water Pumbs
MOV's 1863 A&B in suction lines for HPRS operation.
MOV's 1864 A&B in LPIS Pump Discharge Lines.

MOV's CS100 A&B in CSIS Pump Suction Lines.

SOV 102 in AFWP Turbine Drive Steam Supply Line.

Position Indicator Lights Diesel Generators

Zzgugg?zzgl Switch with Electrically Driven AFW Pumps
CSRS Pumps
CSIS Pumps
MOV's 1885 A,B,C,&D in LPIS Recirculation Lines
MOV'S 1865 A,B,&C in Accumulator Discharge Lines
Charging Pumps
MOV's 1869 A& in HPRS hot leg injection lines.
MOV's 1862 A&B in LPIS Pump Suct1on Lines.
LPIS Pumps

Meter with Annunciator . "Accumulators

| | RWST

CST

Indicator Lights with | Boric'Acid Piping Trace Heater§

Annunciator ' '

No Indication in Control Room. Manual Valves 4A%B in CSIS Pumb_Sucti6n Lines

Manual Valve I-CS-25 in SI Suction Line from RWST
Manual Valve SI-24 in HPIS Suct1on Line from RWST -
BIT Heaters

Turbine Dr1ven-AFw Pumb

* Detailed descr1pt1ons of these techniques with 1]1ustrat1ve photographs are glven
~in Section 4.1.2 _
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‘This basic display was the -most frequent for the components of
interest in this study. There were a few instancés where this MOV control had
been altered sliqhtly. -One change was the use of a key operated actuation
switch, rather than the requ]af handle., In this setup, the opérator must
obtain the key from the shift supervisor to change the valve position. In
another instance, the basic MOV display design was altered by the operator to
prevent accidental operation of MOV's SW 103A, B, C, and D. Brass cylindrical
... covers havé been placed over.the switches. for each of .these four valves. They
are not permanently attached and thus can be easily removed if valve operation
is required. The indicator lights and label are sti]]Avisible when these

covers are in place.

In the fypica] MOV display, one of the two indicator 1lights is
always i]]uminafed - depending on the correct valve position required for
operation. If both lights are out, either an indicator 1ight bulb has'burﬁt
out or the breaker has been racked out thus removing power from the motor for
maintenance 'acitivites.*w In this 1attér_ case, the control switch may be

"

tagged. In some cases, the power has been permanently removed so that valve

|

operation from the control room is impossfb]e. Hence, the normal appearance
of the display is "both 1ights out." A note affixed to the display reminds the
operator that this is the normal condition for that component.

| | i §
For most valve maintenance actﬂvities, it is expected that power

would be removed from the motor. Hence, éomponent outage would be reflected
. | .

by both indicator lights being out and 1_Fag‘affixed to the display. There

are instances where the valve may not be tqe component under repair, but it:.is

closed to isolate another component for
displtay may not always be labeled. However, it is assumed that power would be

maintenance. In these cases, the

removed from the MOV to prevent inadverteni opening during maintenance. This
would then be reflectd by the absence of indicator lights.

Console Display for Pump Control. CoQtrols for some of the pumps are
different than those of the MOV's. Figure 4.3 illustrates the controls for
- .the CSRS pumps inside: containment.**- Likewthe-MOV~disb1ay,~the-typica] pump- -

*Both Tights will also be out if an overload on the motor causes power to trip
off during operation. '
**Table II-1 in Appendix. II explains the rotation indicator light.
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~control has indicator 1ights, a switch, and label. However, the handle for
“the selector switch is a large, black *J-handle' (often referred to as a
"pistol-grip" switch). The handle can be manually turned -to the left
(counterclockwise) to stop pump operation, or -to the right to -initiate
operation. By pulling up on the handle and tufning counterclockwise, the pump
is locked out and is unavailable for service. In its vertical configuration,
the system is in the "auto" or standby condition. A small window, just above
the switch handle has a red or green flag which indicates the correct pump
operational @onditidn when the switch is in the auto position. The color of
this flag should match that of the illuminated indicator 1ight.' In addition,
the pump display has a third, amber indicator 1ight between the red and green
Tights. -This light indicates an automatic. trip of the breaker which provides
power to the pump motor.. Hencé, the amber light only provides information
about tune breaker during pump'opefatibn. .It‘does not provide the operator
information about the status of a pump which is in the standby condition.

Pump maintenance outage would be indicated to the operator by the
position of the large black handle, the absence of indicator lights (once the
- breaker is racked out), and.a tag on the display. In addition, for all pumps
~in the ESF systems listed in Table 4.2, an annunciator results when the
selector switch is placed in the 'pull to lock' position. |

A1l of the pumps listed in Appendix Il had this type of control
display except for the charging pump service water pumps and the charging pump
cooling water pumps. For these pumps, the display was very similar to the MOV
display discussed previously. The selector switch has the same design;
However the positions have different meanings. In the vertical position, the
pump is off and the green indicator light is 1it. Turning the switch to the
left (cuunter clockwise) manually starts the pump (red light). Turning the
switch to the right places the control in auto. At this position the green
indicator 1ightlis illuminated unless an anto start signal is received.
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Annunciators. In.addition to the-ﬁiép]éys‘oﬁfthé.iﬁhér and outer consoles,

some MOV's and pumps -will also generate an alarm if taken out of service.
When this component fs first taken out of service, an audible as well as
visual alert 1is produced. 'By acknowledging the annunciator, the audible
signal is terminated, but the appropriate Window on the arnunciator panel
remains. illuminated until the component is restored to its normal condition

for operétion. - This provides additional notice to the operator of che ..

unavailahility of some ' components. Some annunciators respond to several
different conditions in the plant. In this study the most important one is
the "SI Valve Out of Position" alarm (in the center of Figure 4.4). This
annunciator occurs when the position of any one of 11 MOV's in the HPIS, ACC,
or LPIS is altered from its corﬁect standby condition. In order to determine
which v-lve 1is misaligned, the individual displays on the console must be
checked.

Two typés of annunciator window designs are used in the plant. The
majority of the windows are black WithAwhite lettering. However, a few are
white with black lettering. The-e are the "first out" annunciator windows
which are actuated with a reactor trip. Beneath each window is a red and a
white light bulb. When a trip occurs the first signal received will
“illuminate the red bulb in the associated window, while the other annunciators
(if actuated) will be white. Hence,'the operator is aware of which trip
setting first 0ccurred'during an off-normal transient.

Meters. In addition to the previously discussed status monitoring displays,
there are many meters and recorders which provide the measurements of the
numerous parameters which are continually monitored throughout the plant.
Some of these measurements can also directly or indirectly indicate the status
of some systems or components, and thus have been included in Table 4.4 and
- Appendix IlI. An example of .such a meter is the accumulator water level and
pressure meters. on the outer console which are shown in Fiqure 4.5. For the
_components addressed in this study, meter readings would supplement other
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In the case of the accumulator pressure and level, annunciators are provided .
to alert the operator if these parameters approach potentially unsafe
conditions.

Indicator Lights., A toté]ly_different status monitoring system is used for
- the heaters which maintain temperature in the boric acid system containers and
piping.* 0Of pr1mary interest in th1< study are the heaters for thP components

"'usupp1y1nd bor1c acid to the HPIS. The status of the various  heat tracing

circuits is monitored by a panel of red lights (see Figure 4.6) which are
illuminated at a very low level under normal conditions. When a fault in the
heat tracing occurs, these'iights brighten. Each light in‘the'control room
display represents several circuits - which are individually monitored in a
single cabinet in the auxiliary building. Some Cabinets contain circuits
-which are both safety and non-safety related. Hence, when a fault is
indicated in the control room, the qpefator only knows which cabinet contains
‘the faulty circuit and not the specific heat tracing circuit that has failed.
Thus it is not possible to determine if the heat tracing system failure could
impact the HPIS from the control. room. - - = -« '

A poor design of the boric acid heat tracing system leads to-
frequent indication of faults in.this system. Hence, the operators virtually
ignore these ‘indicator Tights as usually one. or more 1is always bkight1y
illuminated. Instead of relying on the control room display, a local check of
the individual cabinets is performed once each shift. If there are outages in
any safety related Tines (HPIS), they must be repaired in 24 hours.

4.1.2.4 Maintenance and Administrative Procedures

Maintenance procedures play a very important role in informing the
operator of component outages. This awareness originates primarily through
the placement of tags and labels on the control room displays when a component
is unavailable. However, log books, check lists, and shift turnover

*Because of the unreliability of this monitoring system, a new system was..
be1nq designed at the time this investigation was performed ~
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procedures are also important in conveying this information to the plant

operators. These subjects will be described in this section for the PWR plant
which was evaluated. The effectiveness of these procedures in the overall
monitoring scheme is addressed in Section 4.1.3.

Iumerous s1te procedures have been prepared to d1rect most plantj*
‘maintenance activities These conta1n more detail than is necessary for
assessing the effectiveness of .the ESF status monitoring. Hence, only a brief
summary of the usual routine is presented high]iqhting the areas of interest.
Prior to performing any work, a work request form .is completed which describes
the problem and indicates the affected components. The request is routed to
the appropriate department to ensure identification of ‘tech. spec. time
limitat.ons, other limiting or restrictive conditions, and any special
instructions. The specific components are’then taqged by a reactor operator.
Yellow tags are used for mechanical components, red tags for electrical
components, and blue tags for any special instructions. Examples of these
tags are shown in Figure 4.7. '

Tags are placed on all components impacted by the maintenance
activity. For example, if a pump were taken out of service, the manual and
motor operated valves in the suction and discharge lines and the vent and
drain valvas would all be tagged both electrically and mechanically, as well
as the breaker(s) which is racked out. When components of ESF systems are
involved, a verifiéation of the tag-out operation is independently performed

by another person.

In addition to tagging the specific components in the plant, tags
or notes may be placed in the control room on the switches which are used to
operate the various components. Several types of tags vere observed in the
control room during the plant visit. Small flags, (pins with red er yellow
trianglec of paper attached) are inserted into the J-handle control switches
_ to indicate pump maintenance outages. _Eigqre_4.8_i]Justrqtes_this“formuof
| display taqging. Labeling of MOV displays did not appear to be uniform.
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Figure 4.8 Side View of Flag Used to
Denote Outage of Certain Pumps
in PWR

NG PP SERVICE WATER PI | I 3YICE WATER P9 8

ENYSUEMTTED) F3WP0

Figure’4.9 Example of Label Used to Alert Operator
of Component Outage in PWR



Several d1fferent practices were observed. 1nc1ud1nq the use of adhestve
stickers and‘notes written on pieces of paper which were taped -to the display.
In addition to indicating CQmponent outages, ,such Tabels were occasionally
used to provide other information regarding-components or their displays to
the Qperator; A typical examp]e'of the Tabels used on the controT dispTays is
shovn 1in Fiqure 4. 9. Several 1abels are also v151b1e in the photograph of the
~annunc1ator panel in Figure 4.1: TRIRE f'*‘l‘f_u“ o : ‘

Interviews with plant operating personnel indicated that labeling of
control room displays was not performed consistently; fhat is, some displays
may or may not be tagged, while others would a]ways ‘be labeled. Those
disp]ays for which -tagging might not be performed were usually components
whose status might be indicated by other!_less'd{rect means. For example, a
MOV. without electricaI power'wnuld_have'both ]ights odt.* Another instance
where.a display might notvbe tagged:is whenda MOV is out of service because it
is being used to isolate a pump which is under repair. The pump control would
‘be taqqed but the MOV control m1ght not. In thls instance, the'operatdr
Pnows that if the pump is out of service, so are a]] the valves wh1ch are used
to Jisolate 1t._ D1scuss1ons with plant operators ‘indicated that the operators‘
- rely pr1mar1]y on the 1nd1cator 1lghts and not tags or 1abels on the console:
to m0n1tor component status. In cases where . it was uncerta1n if a d1sp1ayA
twou]d be tagged, the phrase "contro] switch E@l be tagqed" is used in Append1x
II For controls which are always to be tagged the phrase "should be tagqed“
was utilized. ’

Fol]oWing completion of the maintenance and inspection of the work,
the bottom portion of the tag on the component 1is s1gned off, and delivered to.
the sh1ft supervisor. A reactor operator is then d1rected to remove the tags
on all affected components per the app]icab]e procedurés. Tags and labels in
the control room are removed last and are not removed until all verification
testing (if required) has been completed and the system 1s rea11gned for
normal operation.

* Th1s can also be 1nterpreted as a burned out bu]b
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Shift change procedures also play a very important role in
determining the effectiveness:of ESF status monitoring. An effective briefing
prior to shift turnover can increase the efficiency of operator response in
the event of an off-normal situation. Idea]ly, these procedures should qgive
the operator coming on duty a complete understanding of the state of the plant
and its systems. They also provide an opportunity to'inform the new operator
of recent outages which have occurred since he last worked and update him as
to the status of ongoing outages.

Shift change procedures'were'observedlat the PWR evaluated in this
study. At the conclusion of each shift, the operator on the departing shift
and the on-coming operator review the status of all components displayed on
the inner and outer consoles. This walkdown is mostly a routine visual check
~that the componerts are in their proper states as defined by the indicator
iights. When a component or display has been recently taken out of service,
or there 1is some other problem or information pertaining to a particular
component which the operator believes is important, an explanation is given.
Otherwise the panel walkdown is a brief visual scan. In addition to the
walkdown, a check list is compTeted at. shift turn-over to verify that  all
switches and controls on safety related systems are in their proper position.
This check list appears to be a formality that documents the information
transmitted on the walkdown. The check list (see Figure 4.10) contains a list
of all the controls related to the- ESF systems. It notes their required

position and provides a space to record any discrepancies which»are observed.-
At the conclusion of the checklist, space is provided to record components out
of position or service, and the reason for this condition;' '

The shift supervisors also complete a check 1list at shift turn-over.
This list, called the "Minimum Equipment List for Criticality and Power
Operation," verifies that the Limiting Conditions for Operation (LCO) are not
vfo]ated. A sample page of this checklist is'shown'in‘Figure 4.11. For
components whose outage is not restricted by the LCO, there is no formal
mechanism which wou]d:prec1ude outage of a component for an unnecessarily long
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period (and thus “expose the plant to some increase in risk for. this time).

For exanple, it is possible that a valve could be proper]y tagqged and duly

noted hy the operator, but the maintenance is deferred for a lenqthy period,
or perhaps forgotten if the work perm1t were misplaced. Some formal procedure
to per.‘d1ca11y check the status of ma1ntenancp on these type of. components
might minimize the potential for such occurronces.

An additional 1local check of certain manual valves is performed

‘weekly to verify their correct position. Hence, some valves whose status is

not mon1tored in the control room are periodically monitored. Although this
does not directly 1nform the operator about the status of these valves, it
does give some assurance that a valve will not be left in an incorrect
position for an extended period. Finally, as noted in Section 4.1.2.3, a
local check of the horon heat tracing circuits is completed every shift.

4.1.3 Human Factors Evaluation of Status Monitoring Approach
During the plant visit to acquire information on how each component

was monitored, a review of the relative effectiveness of each monitoring
technique discussed in Sections 4.1.2.2 and 4.1.2.3 was performed. - This

‘evaluation was performed only to compare the different monitoring techniques

and not make judgments on the overall acceptability of the system. These
assessments were based primarily on the observations of a human factors
specialist who was part of the team which visited the plants. It should be
emphasized that a detailed human factors investigation of the control room
design is beyond the scope of this work, and is not considered necessary to
provide the qualitative obserVations required for this investigation.

As noted in Section 4,1.2.2, there is no system level status
monitoring in the plant’ control room.- The operator must determine system
status from the individual component displays. For experienced operators who
possess ‘a good understanding of the plant design, this assessment would be
simple and straightforward in most cases. However, this approach may not give
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corréct information in all cases as theré are some compongfits which are’ not
moriitored in the control room whosé outage; or inéorrect configuration could
disablé a system. Thus the control displays could indicate ‘that the system
wias available, while in fact it would be disabled or degraded: Herice; this
method is much less erfactive than a single indication of system availability
whjch is given high priority in the hierarchy of .control room status
monitoring techniques. In- the remainder of this section, each of the’
monitoring techniques observed - for the ESF system components is evaluated
séparately in order of decreasing relative effectiveness. -Following these
- dssessments are some QeneraT.observations pertaining to various aspects of the

status monitoring svstem.

Tagged Console Nisplay with Annunciator.  This technique is used for several
MOV's and pumps 1in the systems examined. A description of the  specific

displays used for pumps and MOV's dis given in Section 4.1.2.3. This
monitoring technique is typified by the fo]lOwing indication of .component
outage:

° I1luminated annunciator window which may have an adhesive label.
® Tag on the conﬁrol’switch on the console disp]éy. |

In addition, the following would also indicate a component outage in. most
cases:

o position indicator lights above control switch (would be out if
power -is removed) v .

° switch handle position (e.g. "pu]]-fo-]ock" position for some pumps).

Some examples of components monitored in this manner are MOV's 1865A, B,‘and
C in the accumUlator»discharge.lines, MOV's 1862A and B in LPIS pump suction
lines, and the diesel agenerators. In addition, all pumps in the ESF systems
considered in this e‘»luation-are monitored in this manner, as positioning the
control switch in the “pull-to-Tock™ position will produce an annunciator. - |
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This mon1tor1ng and taqging scheme is the most effective in the
plant, pr1mar11y because of the several different mechanisms which convey
.informatlon to the operator. Evgn though the audible a}amn when the
‘annunciator is initially actuated is ho longer pfesent, the illuminated window
should improve operator awareness of a component outage - particularly if the
window is also tagged. " The use of tags on control switches, or labels on
annunciators supplements the position indicator lights and annunciator liqhts.
They  are general]y more visihle and often provide some explanation as to the
reason for the outaqge. In addition, such labels can explain outages which may
not -be ref]ected by the indicator lights alone (i.e., a component may be in
its correct position and so indicated by the display, but unable to change its
position if required for system response)._ The effectiveness of tags on the
control switches might be enhanced if more uniform 1abels were used in the
subject plant. Often the notes are scraps of paper taped to the display and
miqht be confused with other informational messages whi¢h are affixed to the
console. In this regard, the flags utiTized on the J-handle pump cohtrb]s
(Fiqure 4.8) are much more effective than notes taped to the console. The use
of a uniformly shaped and colored label or tag for the control switches should

improve operator awareness of componeﬁt outage. |

Annunciator and Meter Reading., This tybe of'monitokfng’is used only for the

~RWST and CST, which are never taken out of service,* and the accumulators
which are limited to a four hour outage by the LCO. Thé meters are on the
‘outer console and thus difficult to read from behind the inner console.
Presumably these would be 1abe1ed-if a tank of-accumulator was out for main-
tenance. In the case of the CST or RWST, an annunciator window would be
i]]uminated.only if a high or low level trip were reached. Hence, if the tank
were drained, it is expected'that an annunciator window would be 1it. Again,
presumably a label would be placed on the annunciator window. FUrthermore,
prior to startup, the operator must complete a check 1list which includes
verifying CST and PWST level, as well as clear the annunciator panel. Hence,
in the unlikely event that these tanks are not refilled, this condition is
~_1ike1y to be disc0vered dufing pre-startup checkout.

*Tn practice, one tank could be taken out of service due to the presence of a
backup CST, as well as the capability to use the CST or RWST of the other
unit at the plant.
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Accumu]ator outages would 1ikely be annunciated by h1/10u pPressure
and level alarms. In. addition, the 1865 MOV's in the d1scharqe lines would
probahly be closed. This would actuate the "SI Va]ve Out of Position" (Figure
4.4) annurciator and the MNV display would be taoged. . If.this occurs; as
expected, the accumulwtor outage monitoring effectiveness is gieatly enhanced.
Furthermore, the accumu]ators appear on - the "Minimum Equipmont List for

o Cr1t1ca]1ty and Power 0perat1on " check]lst wh1ch must be completed at’ each

shift change.

Tagqed Console Display. This techn1que is the same as the first method 11sted

in this section except that there is no annunc1ator to alert the operator to

component unava11-ab1l1ty. Hence, it is somewhat less effective. This

techn1que is used for many MOV's. Examples of components monitored 1in this
manner are MOV 102 and §0V 102 in the steam ]1nes for the turb1ne drive of the
_eturh1ne driven AFW pump; and the BIT inlet- valves, MOV's 1867A and B, which
admit ftow from the charging pumps to the BIT during HPIS operatioh.

Console Disp1ay. As noted in Secf1on 4.1.2.4, some control dispTays may not

be tagged when the component 1is out for maintenance. There are other
instances where valves may be used to isolate another component (e.g. pump)
'which is being serviced and the valve control display is not labeled. In
'these cases, the only display of component ‘status immediately avatlah]e to the
foperator are the pos1t1on indicator lights. If these indicate an abnormal
posxtwon or are out (power removed), then the operator may be aware that the
valve is out of serv1ce. ' ’

Because of the absence of a v1s1b1e tag on the conso]e d1sn1ay, this
mon1tor1nq technique is considered Tess effective than a taqqed d1sp1ay. This

is because 1nd1cator 11qhts may blend in with the panel noise and could be

' over]ooked  Furthermore there is always the potential for misinterpretation
when the indicator bu]hs burn out. Finally, the d1sp1ays which fall into this
category are all located on the outer console (wa]l beh1nd ‘the bench board or

... inner console) and therefore. are. less, easily and . less frequent]y ohserved . from..- -

the operator's normal work station behind the inner console.
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In the case noted above, where a valve is used to isolate another
component, presumably that component would be taggced, and an experienced
operator would recognize that the isolation valve would also be unavailable
even though they are not tagged. However, the absence of a tag on the control
room display could increase the likelihood that this valve is not returned to
its proper condition for operation after maintenance has been completed.*
Based on the usual procedures for returning a ccmponent to service (See
Section 4.1.2.4), the presence of a label on the control room display would
serve as an additional reminder, if the valve were inadvertently left in the
wrong position. '

Boron Heat Tracing Monitoring System. As discussed is Section 4.1.2.3, this

system is very ineffective. Because of the frequent heat tracing faults, this
system is virtually ignored by the oberators. Furthermore, a human factors
evaluation of this technique indicates that it is much less effective than the
others used in the plant. As noted in Section 4.1.2.1, the display shown in
Figure 4.6 is located on a separatelpanel on the side of the control room.
This Tocation is relatively ineffective for purposes of status monitoring. It
is not within the operator's view when performing routine duties. Furthermore
its distance from the normal work station is such that the indication of a
fault is difficult to recognize, even when Tooking directly at the panel. This
is due to the nature of the monitbring.technique in which a small red light
brightens when a fault occurs. This increased intensity over the normal
illumination of the bulb can be difficult to discern from a distance -
particularly since the bulb intensity 1evels for the unfaulted condition are

not consistent.

No Control Room Indication. There are some components in the ESF systems that

have no status indication in the control room. These are generally manual
valves or other passive components. ‘Preéumab1y the status of these components
is not displayed because the operator has no remote control capability.

Hence, they were not considered necessary in the desian of the reactor control

* In cases where maintenance involves ESF components which must be tested
before returning to service, such errors would be detected during the
verification testing. However, it is also possible that testing the system
with a valve in the incorrect position could damage the system and thus
extend the outage. Thus a tag on the control room display would reduce the
likelihood of this occurrence.
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room. As would be expected this is the least effective means of status
monitoring For these components, the only information on component status’ or
valve pos1t1ons would be from entr1es in the log book or in some cases a note
might be aff1xed to. the conso]e to alert the- operator of the cond1t10n A’ -

" ‘group of manua] valves are checked 1oca11y on a weekly basis. Hence the u
operator has reasonable assurance that these valves are in their correct
positions and wi]]\not be inadvertently 1eft in an incortect position for an
extended period. However, whether or not this check list i's roﬁtine]y
reviewed by the operator is uncertain.

N

< - 44a



General Observations. The following are some general observations pertaining

to control room disign which are relative to the effectiveness of the existing
status monitoring system. a -

Most of the annunciator windows are black with white Tettering.
Only the few "first out" windows are white with black lettering. The black
background makes the illuminated windows difficult to locate and read from the
operator's normal work station behind the inner consol. A design with black
lettering on a white background would be much more effective. Another factor
which can detract from the effectiveness of the illuminated annuciator window
for status monitoirng is the background 'noise' from other windows which are
continually illuminated. As an example, recent more stringent operating
procedures require the RWST to be filled above the high level annunciator set
point. Hence, this window is always 1it. Situations’such as this contribute
to a significant amount of background noise on the annunciator panel. This
interference decreases the effectiveness of those annunciators which display
important information to the operator.

Another aspect of the annunciator panel design which detracts from
the effectiVeness of this status monitoring technique is the lack of specificity
for certain annunciators. In some instances, one annunciator is used to
“represent several off normal conditions. One such example is the "SI VVS QUT
OF POSITION" annunciator illustrated in Figure 4.4. When this alarm occurs,
the operator must check the individual console displays to determine which of
11 MOV's is misaligned.

As noted earlier, one control room is used for both units at the
plant. While the control room design is segregated, the same audible sound is
used for the annunciators for each unit. From some locations in the control
room it is difficult to determine wheter an alarm originates from the Unit 1
or Unit 2 annunciator boardS.

» There is not indication on the panel as to the correct valve position
when the valve is in its standby condition. Since some valves are open and
others must be colsed, there is a mixture of red and green lights which are
illuminated. The operator must'know the correct valve positions (as would be
expected for an experienced operator), or else consult the shift change check
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list or operating procedures to verify correct valve position. This type of
display is less effective than the use of a uniform color ("green board"
approach) to represéht proper system alignment.* As noted brevious]y, the
operators rely on the display indicator lights to give component status

information. . Generally when .. e

* Although the uniform color approach may be more effective for status
monitoring, it could cause some difficulties when performing tests and other
routine operations. Indicator light colors no longer correspond to a

specific component state. Hence, a green light may mean valve open in some
cases and closed in others. This inconsistency could be a source of confusion
for operators when performing routine operations.
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a component is out of service, both indicator Tights will- be out. lence
unavailahility is indicated by the absence of signal. A more effective.method
to enhanre operator awareness would be the use of taqs to "high]ight" the
qonditioh. The use of tags was found to be inconsistent. The current method
of reliance on indicator lights is also a‘potential cause of confusion as
burned out bulbs could be misleading. A "press to test" capability would be
an effective way to identify fai]ed bulbs. Currently the operator could
mistake a failed bulb for a racked out breaker (unless the display is taqged).

In addition to the combinatioh of display design and taqging, the
relative location of the individual displays on the consoles can influence the
monitoring effectiveness. Thus even though the monitoring technique for two
components may be the same, the placement on the control pinel can make a
difference in the effectiveness of transmitting information %o the operator.
Priorities can be estahlished by location as well as display design. For the
components evaluated in this study, the only distinct differentiation in this
regard is the placement of certain, less frequently operated valve controls on
the outer console rather than directly in front of the operator on the inner
console. '

The controls and displays for the different ESF systems are
generally grouped together on the console, but the boundaries are not_definéd.
For example, there are no Hemarcation Tines separating the controls for two
systéms which aré adjatent on the console. Fbr the HPIS, the charging_pump
controls are located with the volume control system component displays, rather
than thé HPIS component displays. This may not be the most effective for HPIS
operation and status monitoring display, but it is definite1y more efficient
for normal operation which requires charging pump operation for volume control.

4.1.4 Comparison of Monitoring Fffectiveness and Importance

The final step in the ESF status'monitOring system evaluation was a
comparison of the effectiveness of the monitoring technique utilized for each

46



component ith its importance as presented in Tab]é 4,2 and. 4, 3. It can fhpn
he deterinined if there is a correspbndenco between the r1sk s1qn1f1canre of
the component and the effectiveness of the manner in wh1ch it is monitored,

relative to other components. It is important to reemphasize that only the
relative effectiveness of the monitoring techniques has been determined in

Section 4,1.3. Ho judgments have been made as to the acceptability of any ona

.-approach.. ‘Even-though one technique is réiatiVe]y less effective than another
method, does not imply that it is ineffective for status monitoring.  The
following discussion presents the results of this comparison. Particular
attention is given to those systems and components where there is an apparent
inconsistency between the monitoring approach and its importance.

. One aspect of the status monitoring system design which leads to the

- greatest inconsistencies is the lack of system Tevel monitoring in the control
fgom. Currently, the operator must determine the system status from the
individual component information. As noted in Section 4.1.3, this is a much
less. efficient and Tless .expedient method than using a single, effective
indication of system status. Although knowledqe of the availabililty of the
components comprising a qivph system is often very impdrtant information, the
most important information required by the operator is whether or not the
system will perform its intended function if its use is requ1red

An examination of the "vefy important" components in Teble 4.3 shows
that many are not monitored in the most effective manner. 1In fact a]]fof_thé
manual valves and MOV's 1890A, B, and C in the LPIS are not monitbréd at all
in the control room. The operator has no knowledge of their current position,
: and, unless an entry has been made in the log book or the shift turnover
checklist, there is no indication of outage for ma1ntenance.

In the case of the manual valves, the1r primary purpose is to
1so]ate other components (genera]ly pumps) in their respective systems.* They
should always be open at other times and are not required to change position
.Ashou]d system operat1on be initiated. Hence, from the viewpoint of thg

*In some cases, the LCO preclude closure of these valves during operation,
and thus .they are only closed for maintenance purposes at plant shutdown.

47



control room designer, there is no need for remote control capabi]ity, and
thus no reason for.adding‘an additional display to an already crowded control
room. Theée valves must be open during operation (when not isolating a
componeht), and given that there is a péfiodic,check of the valve position, it
is considered that the operator inherently knows the status of these valves.
While this approach is undérstandab]e, it does not provide a continucus
indication to the operator of a valve that is inadvertently left in the closed
position after maintenance* or is mistakenly closed during operation. These
situations are likely to be recognized at the local inspection, but there is
some period of time during which the opérator has no knowledge of this
condition and there is no means to bring it to his attention.

The 1890 MOV's in the LPIS have displays on the inner console,
similar to the other MOV's as described in Section 4.1.2.3 (1890 A and B are
key activated). However, power has been remdved from these valves, hence the
indicator lights are out. The operator has no way of knowing the current
position of these valves., These valves do not appear in the check]ist, for

-valves which are inspected locally so it is uncertain how frequent their

position 1is verified. Valve 13890C is tested quarterly as part of the
in-service insrection program. It is also located near similar valves in the
plant, although it is tangd to minimize the possibility of accidental
closure. Since closure of 1890C disables the LPIS, it is assumed that no
activities which require extended period of valve closure are permitted during
operation. Valves 1890A and B are utilized for LPIS hot leg 'injection.
However, they are normally closed (as cold leg injection is required for
initial period after a large break), and can only be opened after power is
restored. In order to open these from the control room (after restoration of
pover) the operator must obtain a key from the shift supervisor to opefate the
selector switch. It is .uncertain if any maintenance activity would leave
these valves in the dpen position and thus contribute to the risk by
increasing the LPIS unavailability. However, there(is the possibility that
they might be left open following testihg.

*In'many instances, testing of a system is performed immediately after
maintenance, and thus valve closure would be detected. ,
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As noted 1in Section 4.1.3, the'LCO preclude operatibn without the
CST and the RUST. Thus, although they are the most important components in
the plant, they would certainly not be taken out-of-seivice intentionally.
durinq‘operation. If they were out-of-service during shutdown, the operator
would be alerted to this condition by the énnunciator board (which must be
cleared before start-up), and by the completion of the "Minimum Equipment List
for Criticality. and PaWér;Operation“.(if this list is completed cerefully as .
"'téquired by bﬁbcedures). A more likely cause of'qnavq11abi1ity for these-
water sourcés/is the c¢losure of the manual valves in the ESF pump suction
lines.* In these 1nstan¢es,'the tanks'may be indicated as ready by the level
measurements (and hence no annunciator lights on), but the flow can not reach
the respective systems due to valve closure. As noted previously, hone of
these manual valves are monitored in the control room. A |

The:a¢cumu1ators are analagous to the CST and RWST 4n that
énnunciatdrs'and‘meters'are used to monitor availability; However, unlike
these Compbnents,“the valves in the discharge lines are well monitored, (1865
A, B, and C)'h0u1d presumably be closed during accumulator outage. Closure of
these‘vaIYés would also triggef another annunciator as well as the indication
‘from the MOV console display. Thus for most accumulator outages, the
‘tompOnént status monitoring is the most effective in the plant. |

The BRoron Injection Tank (BIT) is another component required for
operation. It also appears on the pre-startup check list. Although the
status of this tank is not directly monitored, if it were out-of-service the
‘inlet and outlet MOV's (1867A, B, C, and D) would almost certainly be closed
'and their displays_ taqged. Furthermore, annunciators which monitor tank
temperature would Tikely be illuminated. This combination is determined to. be
‘the most effective'type_bf monitoring technique in the plant. C

Another component which is determined to be very risk significant is
the turbine driven auxiliary feedwater pump. There are no displays in the
control room which give the status of this component. Should . the turbine

*ATT of these manual. valves appear in the "very important" category of Table
4.3, except the two valves in the motor driven AFW pump suction lines (valves
XV168 and XV183). These valves have an importance of 1.8, and thus just
beneath the cut-off selected for this category.
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drive or the'pump be bdt for maintenance, the shift turnover checklist would
renind. the operator of this condition. On the control panels, the only
indicatien would be an indirect ones  If the turbine driven auxiliary
feedwater pump were out for maintenance, both MOV 102 and SOV 102 (which adnit
steam to the turbine) would be closed and electric power removed'fromvthese
valves. Thus, the indicator lights for these valves ‘would both he out. From
this, the operator can deduce that the turbine driven pump is unavailable. It
is unlikely that the valve displays would be labeled to indicate the specific
reason for the valve closures. Thus the status of a very important component
is monitored ineffectively compared to moét other components in the plant.

Having addressed most of the components in the "very important"
Cateqoky, it is also instructive to examine the other extreme. Of particular
interest are those components whose outage has essentially no impact on_risk,
hut yet are monitored very effeétiveTy relative to other components. There
are several instances of this condition in the control.room. One example is
MOV 102 1in the steam suppiy line to the turbine driven auxiliary feedwater
pump. Valve outage would be indicated by_the position of the control switch
on the inner console, indicator lights (both out), and a tag on the control
switch handle. However, the risk based importance calculations show that the
unavailability of this valve has no significant effect on the core melt
frequency. . Here again, it is importdnt to note that the current monitoring
scheme was based on other considerations in addition to safety. The control
room designer was obviously striving for Simplicity and wuniformity using
identical MOV control displays. Thus, the status of many MOV's is monitored
in an»identica] manner, irrespective of their importance.

4,2 - BWR ESF Systems Status Monitoring Evaluations
4.2.1 BWR System and Component Importance Results

The accident sequences used to calculate the core melt frequency for
the BWR are listed in Table 4.5. These sequences were calculated in WASH-
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Table 4.5

BWR CORE MELT SEQUENCES

WASH-1400 Accident

‘Description

Sequence Designation

AE
A
Al
AHI

s.E
S4J
S, 1

S.HI

TW

TC
TQUV

Large LOCA with Failure ofvEmefbéncy Coolant Injection
Large LOCA with Failure of High Pressure Service Water
Large LOCA with Failure of Low Pressure Coolant Recirculation

Large LOCA with Failure of Core Spray Recirculation
System and subsequently Low Pressure Coolant
Recirculation.

Small LOCA with Fa11ure of Emergency'too]ant Injection -
Small LOCA with Failure of High Pressure Service Water

Small LOCA with Failure of Low Pressure Coolant
Recirculation .

Small LOCA with Failure of Core Spray Recirculation System
and subsequently Low Pressure Coolant Recirculation.

Small-Small LOCA with Failure of Emergency Coolant Injection

. Small-Small LOCA with Failure of High Pressure Service

Water

Sma]l Small LOCA with Failure of Low Pressure Coo]ant
Recirculation

Small1-Small LOCA with Failure of Core Spray Recirculation
System and subsequently Low Pressure Coo]ant _
Recirculation.,

Transient with Failure of Power Conversion System and

Residual Heat Removal System.

Transient with Fa11ure of Reactor Protection System

Transient with Loss of Feedwater and Failure of High
Pressure Coolant Injection, Reactor Core Isolation
Cooling, and Low Pressure ECCS.
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18001 o4 1 inal 1t f . -5
to have a nominal core melt frequency between approximately 107> and

10°8 per year. It is important to note that the BWR core melt frequency is
dominated by the TC and TW accident sequences. A1l other sequences have a
probability of occurrence at least two orders of magnitude less per year. As
will be discussed later, these values from the base Tine risk assessment have
a very dominant infiuence on the results of the component and system risk
ranking presented in this section. | |

The important plant systems in-these sequences which were evaulated
in this study are given in Table 4.6. The acronyms used to refer to these BWR’
systems are given in parentheses in this listing. Using the methodology
described in Section 3, the importance of each system and the major components
in these systems was calculated. The importance of each system is given in
Table 4.6; while the results for the major components are presented in Table
4.7. Each component in Table 4.7 is listed as it is identified in Appendix II .
of WASH-1400. In most cases, the component numbers are the same as those used
at the plant. Although all components listed on the WASH-1400 system diagrams
were considered in this analysis, some have not been 1isted in the ranking
table to limit the table to a reasonable size. A1l major components in the
BWR ESF systems, such as MOV's and pumps, which m1ght have to be taken out of
service are included in Table 4.7.

The components listed in Table 4.7 have been grouped into three
categories based on the calculated importance ratios. These groupings were
arbitrarily defined for the sole purpose of demonstrating the methodology. There
was no intent to recommend or establish guidelines by quantifying the limits of
these categories. Similar to the grouping used for the PWR, "very important"
components are those which increase the core melt frequency by more than a
factor of two. "Moderately important" components are those with importance
greater than 1.1 but less than 2.0. Risk insignificant components comprise
the third category. As discussed in Section 4.1.1, the expression of the
importance ratios in two significant figures is not intended to imply such a
level of precision; but rather to point out subtle differences which arise
using the WASH-1400 data.
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Table 4.6
BWR ESF SYSTEMS IMPORTANCE

Emergency Service Water System -(ESWS)
.Hiéh Pressure Service wateb Syétem (HPSNSf. --
Low Pressure Coolant Recirculation System (LPCRS)

- including Residual Heat RemovalMode of Operation
- excluding Residual Heat Removal Mode of Operation

Low Pressure Coolant Injection System (LPCIS)
Core Spray Injection System (CSIS)

- both trains
- one train

Automatic Depressurization System (ADS)
Reactor Core Isolation Cooling System (RCIC)
High Pressure Coolant Injection System (HPCIS)

Core Spray Recirculation System (CSRS)
Vapor Suppression System (VS)
Primary Containment System (PC)

Secondary Containment System (SC)

2700

2700 -

2700
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.0

. 0**

. 0**

* Importance is defined as the ratio of the core melt frequency with
the indicated system unavailable to the nominal WASH-1400 core melt

. frequency.

** The selection of core melt frequency as a measure of risk for this study
affects these values as containment integrity has negligible effect on
BWR core melt frequency. The use of other measures of risk would show

isolation to be more important.
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Table 4.7
BWR ESF COMPONENT ‘RANKING

Very Important Components

Componént (System) - Importance
Manual Valve 506 (ESWS) 2700 .
MOV 2486 (HPSWS) 34

MOV's 15A and B (LPCIS) "

MOV's 25A and B (LPCIS)

Manual Valves 81A and B (LPCIS)

Control Valves 46A and B (LPCIS)

. MOV's 39A and B (LPCIS)

MOV 33 (LPCIS)

Condensate Storage Tank (RCICS, HPCIS)
MOV's 10-89A, B, C, and D (HPSWS) -
‘Manual Valves VI1A and B (HPSWS)

WWNWWOWWWYWW
WOWONSNNNNN

Moderately Important

Component (System) . : . Importance
HPSW Pumps (HPSWS) : 1.1
MOV 2803 (HPSWS) 1.1
MOV's 15,16,18,20,21,27, 30 and 131 (RCIC) 1.1
Turbine - Dr1ven Pump (RCIC) N
Turbine Stop and Control Valves (RCIC) 1.1
Manual Valves in RCIC pump suction and

Turbine Discharge Line (RCIC) 1.1
0i1 Pump for Turbine Control Valve (RCIC) 1.1
MOV's 14,15,16,17,19,20,21,29, and 31 (HPCI) 1.1
Turbine Driven Pump (HPCI) 1.1
Turbine Stop and Control Valves (HPCI) 1.1
Manual Valves in Pump Suction and

Turbine Discharge Lines (HPCI) 1.1
0i1 Pump for Turbine Control Valve (HPCI) _ 1.1

Unimportant . Components
(Importance = 1.0)
Component (System)

MOV's 7A, B, C, and D; 11A and B, 12A and B, and
26A and B (CSIS)
Pumps 37A, B, C, and D (CSIS)
Manual Valves 14A and B, and 63A, B, C, and D (CSIS)
Manual Valves V16A and B, and V3A, B, C, and D (CSIS)
ADS Valves (ADS)
MOV's 13A, B, C, and D (LPCIS)
Pumps 35A, B, C, and D (LPCIS)
MOV 20 (LPCIS)
‘Manual Valves 28A, B, C, and D (LPCIS)
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The effect of a few very dominant sequences is illustrated by the
results in Tables 4.6 and 4.7. Because of the relatively high contribution of
the TW sequence to core melt frequency, several components associated with
decay heat removal system operation are calculated to be amount the most
important. In fact, with the exception of the CST, all components in the "very
important" category contribute to increased risk due to outage through the .
~ TW sequence. ~'The most important component ‘is manual valve 506 in the ESWS.
This valve is in the single line which transports water from the discharge of
the LPCRS and CSRS pump compartment coolers to the discharge pond. If this
normally locked-open valve were left closed, cooling for these rooms would be
lost in the event that use of the ESWS is required. This failure is assumed
to lead to overheating and failure of the LPCRS and CSRS pumps. The loss of
these pumps leaves only the power conversion system for long term heat
removal. Hence, unavailability of LPCRS and CSRS greatly increases the
probability of the TW sequence, as evidenced by the 1mpprtance ratio of 2700.

MOV 2486 of the HPSWS is located in the pipe which discharges
cooling water from the LPCRS heat exchangers into the discharge basin. It is
normally open. If this valve should be left c]osed MOV 2803 must open to
redirect this water to the emergency cooling towers. If this valve fai]s.to
open heat removal from the torus is lost and the RHR system fails., The other
HPSWS valves (10-89 abd V11 valves) in the "very important" category of Table
4.7 would eliminate half of the HPSWS if taken out of service. Hence, only
two heat exchangers would be available for heat removal from the torus.

Outage of any of these valves increases the core melt frequency by a factor of
n o4,

The LPCIS valves in the"very important" category of Table 4.7 each
have the capability to disable one train of the LPCIS if they are in an
incorrect position.  While this has a significant impact on the probabi]ities
for the large LOCA sequences, the dominant effect is again through the TW
sequence as one RHR train is lost. '

The only component of the most important grodp that do;s not appear
in the systems associated with the -TW sequence is the CST. This tank supplies
‘water to both the RCIC and HPCI systems. Here again, it is not the LOCA
sequences, but rather the transient sequence TQUV which is the major
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COntrihutor' to increased risk from CST outage. - For . this -sequence, -
unavailability of the CST disables all form of makeup at high pressure, thus
requiring the use of the ADS and low pressure ECI systems.

4.2.2 BWR Monitoring Techniques

" This section describes the,statué-moﬁitoring.scheme used  in.the- BWR" -
considered in this study. The vdiscussion is -organized similar to the PWR
discussion,‘addressinq the control room design; the specific component
displays, and administrative procedurés.

4,2.2.1 Control Room Layout

Like the PNR, the BWR p]ant has two units (designated 2 and 3), each
operated from the same control room. The control room is segregated with each
unit controlled from a different half of the room. A diesel control panel is
located in the center of the room as both units share the. four diesel
generators. Etach unit has a reactor operator, while operation of the entire

‘control room is overseen by the control or chief operator whose work station

is behind the diesel panel at the center of the room. - -Again, similar to the
PWR, the main controls are located on a henchboard or inner conso]e;vdirectly
in front of the reactor operator, The wall behind this contaihs» meters,
recorders, and controls and displays for other components utilized .less
frequently by the operator. In contrast to the PWR, the controls and .displays
for most of the ESF systems are located on separate panels. which are on the
wall behind the main consoles. Hence, they are not within the operators' view
during routwne plant control operat1ons.' There 1s a separate panel for each
system .and separate annunciator pane]s above the ECCS panels wh1ch respond to
off-normal conditions in those systems. Annunciator boards for the remainder
of the plant are on the opposite wall above the outer console.
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4,2.2.2 ESF System Level Monitoring

The RUWR evaluated in this study has no system level monitoring for
the ESF systems ‘Tisted in Table 4.6. There are no single indicators or
annunciators in the control room which explicitly alert the operator to system
unavailability as a result of component outages. The operator must infer the
system state from the individual component status monitoring displays, which
are described 1in the following section. This task is expedfted by an
operational aid (discussed in Section 4.2.2.3). However, the operator must
still review the component displays on each ESF system panel.

The shift turnover check 1lists also require the operator to verify
system status (see Section 4.2.2.4) at each shift change. However, this only
serves to periodically update the operator and does not inform the operator at

.the moment. the outage occurs.
4,2.2.3 Component Displays in Control Room

Four different types of displays are used to control or monitor the
status of the components in the RBWR ESF systems. Table 4.3 summarizes these
techniques and gives examples of ESF system components that are monitored by
each method. A comprehensive listing of the displays utilized for the major
components evaluated by this investigation is given in Appendix 1I. A
detailed description of these methods 1is provided in this section. The
relative effectiveness of these displays in conjunction with the use of tags

and labels is presented in Section 4.2.3.

Position Indicator Lights. This display consists of a pair of lights (green

for closed, red Tor open) with a label which identifies the component. This
type of display was used for certain air operated valves and some check
valves. An example of this monitoring technique is presented in Figure 4.12.
The plant operators have developed an operational aid to assist the operator
in quickly assessing the status of a given component. A green or red circular

57



: ' Table 4.8
BWR ESF SYSTEM COMPONENT STATUS MONITORING METHODS

Monitoring Technique * , 4 Example Components

Position Indicator Lights ~ © RCIC.Turbine Control Valve :

R T ‘ ‘ ’Manual'Va1§es’81 A%B in LPCi IhjécfidﬁAL{hés
Manual Valves 14 A&B in CSIS Injection Lines
Control Valves 46 A& in LPCI Injection Lines

Position Indicator Lights ‘ }MOV's 15 & 16 in HPCI Turbine;Steam Supply Line
and Control Switch MOV 17 in HPCI Pump Suction Line
MOV's 7 A,B,C,&D in CSIS Pump Suction Lines
MOV's 2486 & 2803 in HPSW Discharge Lines.

Position Indicator Lights .. ADS Valves

and Control Switch with
Annunciator LPCI Pumps**

MOV 20 in Cross-tie Line between LPCI Trains
CSIS Pumps**‘

Meter with Annunciator Condensate Storage Tank
No Indication in Control A‘17»- HPCI Pump and Booster Pump
Room - ~+ Manual Valves 63 A,B,C, & D in CSIS Pump Discharge
Lines

Manual Valve 506 in ESWS

* Detailed descriptions of these techn1ques with 1]1ustrat1ve photographs are
given in Sect1on 4.2.2.3. o

** Some (but not all) outages broduce an alarm.
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of this dot should am.n with the color of the illuminated Tight when the

component is in its cmuioct standby position. The'operator can rapidly check
the status of each ESI -ystem by ensurifig that the colors of the illuminated
indicator lights match fhnse of the associated st1rkers for each component on

a given panel..

Position Indicator Liakhi-, with.COntrol Switch.  This display consists of the

~position indicator lighis just described as well as a selector switch to
operate a pump” or valvie, The aforementioned operational aid will tell the

operator if the component is in its correct position.* The majority of the
components in Table 4./ were monitored in this manner. Figuré 4.13 shows an
example of this type of «jsplay. '

Annunciators. Annuncialurs are also used to alert the operator to the outage

of some components. Thoge supplement the control display noted above. When
the component is initially taken out of service, an audible and visual alarm
occurs. Ry acknowledqing the annunciator, the audible signal is terminated,

but the -appropriate winiuy on the.annunciator board remains illuminated. This
provides additional notice to the operator of the unavailability of some
components. Some typical annunciator windows are shown in Fiqure 4.14.

Meters. In addition to the above status monitoring methods, there are meters

and recorders which provide measurements of .the many parameters which are
monitored throughout the plant, -These heters provide important information
which can reflect the: <t.tys of components or systems. One such example is
the CST water level metey shown in Figure 4.15. For the components considered
in this study, meter reddings are not the only neans by which this information
is available to the operator. For example, the CST also has an annunciator to
alert the operator to a low water level condition.

*tven if incorrectly positioned, some valves are automatically realigned when

the particular ESF syslun is activated. Hence, the indicator hqhts do not

necessarily provide .information. on . component availability. ~ This

' accomp]1€hed by the taﬂllnq procedure discussed in Sect1on 4,2.2.4.
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A4.2.2.4 Maintenance and Administrative Procedures

Maintenance procedurﬁs play a very 1mportant ‘role in informing the
operator of component outaqes. This awareness originates primarily throuah
the placement of taqs and labels on the control room displays vhen a componert
is unavailable. However, log books, checklists, and shift turnover procedures
are also important in conveying this information to the plant operators.
These subjects will be described in this section for the BWR plant which was
evaluated. The effectiveness of these procedures in the overall monitoring

scheme is addressed in Section 4.2.3.

Numerous procedures have been prepared to direct most plant
maintenance activities. In addition, the operating utility has a standard
"hlocking procedure" which is used at all plants for taking components out of
service, Even these general procedures contain more detail than is necessary
for understanding .the role of these ,proceduresA in the BWR plant status
monitoring scheme. Hence only a brief summary of the wusual routine is
presented in this section. ' '

A request for. ma1ntpnance, whether routine or to correct. a
prob]pm can be initiated by anyonp in the plant. For example, if a prob]em'
such as a leaky valve ‘s spotted, the component: is taqged locally Qith a white
tag and a maintenance request form completed. The form and hottom ha]f of the
tag are iransmitted to the shift supervisor, who reviews the request and. takes
the action to initiate repair. The enqgineering staff reviews the request:
hotinq any special restrictions or test requirements, and the work group

supervisor provides the spécific procedures to be fp]]owed, ~The request is

then delivered to the control room.  The control room operator makes the
decision when to -take the component out of service and writes a local work
permit., This permit is given to the "floor operator who blocks and tags the
valves necessary to perform the work * Tags are a]so placed in the control
room on the displays of all valves -and component s 1nvo]ved 1n the maintenance

_.outage. Specific. taqs are used for different purposes. F1qure 4,16 shows_the . .

*Blocking may also be done remotely from the control room.
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a) Caution Tag (yellow) - provides infor- b) Information Tag (white) - provides infor-
© mation to operator about off normal mation to operator about an off normal
condition and warns of special con- -condition.
siderations or consequences if the :
component is to be used.
DEFICIENCY REPORTED
MRF. No. ......... eeeasennsnen
By (i
DoviceNo. ...o.oievvnn ...
Problem: .....................
c) Blocking Tag (red) - informs operator . d) Deficiency Sticker (yellow) - used
that component is out of service and is when a deficiency has been identified,
not to be operated. _ but equipment has not been taken out

of service (blocked).

e) Blocking Tag (red) - informs operator that component
js out of service and is not to be operated.

Figure 4.16. Tags Used in BWR Control Room.
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different tags used in the éontrol room. The red octagonal tag tells the
operator not to operate the tacged component, and is placed on the control
switch handles in mest maintenance situations. Figure 4.17 shows the

- .placement -of one of these tags~on'a‘pump'control display. Adhesive Tabels are ™
affixed to annunciator windows or meters to alert the operator when a safety
related component deficiency is present, but the component haé yet to be
blocked (and thus tagged) and the deficiency is not obvious by other means of
component status monitoring. These deficiency stickers (shown in Figure

4.16) are often used for unreliable or inaccurate indicator readings.
.Deficiency stickers are not recorded on the maintenance request form and there
are not specific procedures to ensure their removal. They are generally
removed during testing after the condition has been repaired.

Following completion of the work, the maintenance request form fs
signed off by the mechanic and returned to the control room. The control room
operator then directs removal of the block and tags. This direct involvement
of the operator in isolating components and returning them to operation
enhances operator awareness of component outages.

The shift turnover procedures observed at the BWR are very similar
to those discussed in Section 4.1.2.4 for the PWR. Checklists are completed
and a visual review of each ESF panel is performed. The panel walkdown at
shift change should identify most cases of incorrect component status. The
effectiveness of this review is enhanced by the color coded stickers used to
indicated the correct component position or status (See Section 4,2.2.3). The
checklist appears to be a formality that documents the panel status as reviewed
during the walkdown. It is not completed during the actual walkdown but
afterward. The control room reactor operator (for each unit), the chief
operator, and the shift supervisor each have separate checklists. These Tists
-~ are presented in Figures 4.18, 4.19, and 4.20 respectively. -As these lists
illustrate, key component outages are reviewed at three different levels
during each shift change.
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Figure 4.17 Placement of a Blocking Tag in
BWR Control Room (Caution Tag
is Visible beneath Blocking Tag)
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Figure 4.18 BWR Reactor Operator Shift Turnover Checklist
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Figure 4.19  BWR Control Operator Shift Turnover Checklist
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One aspect of the shift change procedures unique to the RWR was a
hrief meeting of the entire operating crew pridr tn shift turndvef. The chief
operator hriefly summarizes the status of both units, notingjany problems or
areas of special concern; This occurs prior‘tb the ESF panel reviaw,

Un]ike the PWR, there. is no periodic; local check of manual valves
4 the oSF systems that are not inonitored inf;heAtohtrol room, (e.q9., RCIC
suction valve and FSWS manual valve 506). fThésé valve pdsitidns are checked
prior to start-up, but not routinely during operation. 'Hencé, if a manual
valve were 1nadvertant1y-1eft in an incorrect position the operator would have
no knowiedge of .such a condition for a considerable period of time.
Furthermore, there is no independent verification of correct valve positions
after maintenance. In many cases, these types of “errors would likely be
discovered during testing, which is required-  after maintenance on an ESF
system. However, performing a test with a valve in the wrong position could
cause damane to the system, thus extending the outage.

4,2.3 Human.Factors Evaluation of Status Monitoring Approach

‘During the plant visit to acquire information on how each component
was monitored, "a review of the relative effectiveness of each monitoring
technique discussed in’ Section 4.2.2.2 and 4.2.2.3 was performed, This
evaluation was performed only to compare the different monitoring techniques
and not make Jjudgments on the quera]] acceptgbi]ity of the system. These
assessncits were based primarily on the ‘observations of a human factors
specialist who was part of the team which visited thé‘plénts. It should be
emphasized that a detailed human factors investigation of the control room
design is beyond the scope of this work, and is not considered necessary to
provide the qualitative observations required for this'investigafion.

As ‘noted in Section 4.2.2.2, there is n6é system level status

monitorinq in the BYR control room. The operator must determine the status of
the ESF systems by checking the status of the individual components. Hence,
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each display for the components comprising a given system must be checked to
see if it is avéilah]e.' This process is enhanced by the use of the colored:
dots between the indicator lights which indicate the correct state of ‘the
companent (see Section 4.2.7.3). However, this.épproach may not give correct
"~ information in all cases as there are §Ome components which are not‘monitored
in the control room whose outaqe, ok’incorrect»confiquration could disable a

system. The control displays could indicate that a system was available,

‘while in fact it was degraded or disabled. Hence, this method is much less
~effective than a single indication of system availability which is qiven a

hiqh priority in the hiérarchy of control room‘status monitoring techniques.

In the remainder of this section, each of the monitoring techhiques observed
in the plant for the ESF system components is evaluated separately in order of
“decreasing relative effectivenesé. Following these assessments, some general

" observations pertainihq to various aspects fo the statds mbnitoring system are
presented., - '

-

Taqged Cansole Nisplay with Annunciator. This technique is used for several

components in the ESF systems. It is typified by the following indications of
component outaqe

° illuminated annunciator window which'may have an adhesive deficiency
sticker ’
[ taq on the control switch on the console display..

For most maintenance activities power would be removed from the components
being repaired and the MOVs which isolate them. . Hence, the indicator lights
would both be out. In other instances, the indicator Tlights, by comparison
with the colored dot, and control switch handle position may also indicate an
incorrect positidn, or outaqe of the component,'.However; the operator relies
~principally on the taq aS an indication of component status. |

This monitoring and tagging scheme 1is the most effective in the

plant, primarily because of the two different displays which convey
information to the operator. Even thquqh the audible alarm when the

70



annunciator is initially actuated is no longer present, the-illuminated window
should improve operator awareness of a component .outage - particularly if the
~window is also taqqed with a de?iciency sticker, The use of tad§ on control
switches, or labels on annunciators supplements the position indicator liahts
and annunciator liqghts. They are much more visible than the lights, and often
provide some- pxp]anat1on as to the reason for the outaqe. In add1t1on, qucn
" Tabels can n7p1a1n outaqes which may not be ref]ectpd by the 1nd1cator 11nnt54
alone’ (i.e., a component may be in its correct position and so indicated by
the display, but unable to change its position if required for svstem
response).  The use of uniformly shaped and colored taqs for different
component status conditions adds to the effectiveness of these control switch
- tags. For example, the red octaqonal tag tells the operator that the
component is inoperable, while the yellow- caution tag may be used if the
component is available, but there is some special information of wh1ch the
-operator should be aware of if he utilizes that component

Annunciator and Meter Reading. 0f the components. assessed, this approach

applies only to the CST. This is never intentionally,taken out of service
during operation, unless the HPGCI and RCIC systems are aligned to take suction
from the Unit 3 CST. The tank status is indirectly monitored by water level
measurement. LOW'level'wouid he indicated on a meter (see Fiqure 4.15) and a
recorder as well as ‘the annunciator panel.  Should the tank be out for
service, the annunciator window and perhaps the CST ‘level meter would be
'1ahe1ed;_ In those instances where .the CST is drained during shutdown, the
pre-startup checklist which requires verification of adequate CST level would
also alert the operator in the unlikely event that the tank is not-FefiT]ed.),

Tagged Console Display. This technique is the same as the preévious one except

that there is no annunciator to alert the operator to. component unavail-
ability. Hence, it is somewhat less effective. This technique is used for
manyﬁMOV's. Specific examples include the displays for MOV's in the steam
supply lines for the RCIC and HPCI turbines and MOV. 2486 which admits HPSW to
the discharae basin.. ‘ : -
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Tagged Console Display Without Control Switch, As noted in Section 4.2.2.3,

some valves have only position indicator lights on the console and no selector
switch. For these displays, the larger more prominent tags cannot be used.
Instead, the smaller deficiency stickers are used to indicate component
outage. This monitoring technique is judged to be somewhat less effective
than the displays with the selector switches due to the smaller labels which
must be used. Examples of components monitored in this fashion are control
valves 46A and B in the LPCI injection lines, and the HPCI turbine control
valve.

- It is worth noting that as long as the blocking procedures are
followed, any component which has a control switch on the ESF panel would be
tagged or labeled if it is taken out of service or rendered unavailable by
iso]éting another component. For those components monitored only by a pair of
indicator lights, the procedures are less rigorous. Although no specific
examples could be identified, interviews with the operators indicated that
these displays may not always be labeled, if they are disabled during
~maintenance. In the absence of a label, component unavailability would be
indicated by valve position (illuminated indicator 1ight does>not match
color of the sticker), or absence of indicator lights (power removed). The
latter of these two conditions is much less effective as discussed in Section
4.1.3.

No Control Room Indication. There are some components in the ESF systems that

have no status indication in the control room. These are generaT]y manual
valves or other passive components. Presumably the status of these components
is not displayed because of the operator has no remote control capability.
Hence, they were not considered necessary in the design of the reactor control
room. As would be expected, this is the least effective means of status
monitoring. For these components, the only information on component status or’
valve positions would be from entries in the log book, or in some cases, a note
might be affixed to the console to alert the operator of the condition. A
group of manual valves are checked locally ‘prior to reactor startup, but there
are no further checks of manual valve positions during operation. A very
important example of a manual valve that is not monitored in the control room
is ESWS valve 506 which is in the discharge line leading from the heat
exchangers in the reactor building to the discharge pond.
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General Observations. 1In addition to the specific displays discussed

"previous1y, some general observations pertaining to contrel room design which
are relative to the effectiveness of the existing status monitoring system
were made during the plant visit. These are discussed briefly in the
remainder of this section.

As noted in Section 4.2.2.1, the ESF panels are located behind the
operator and thus not within his field of vision when performing routine piant
operations. Furthermore, the individual displays on the ECCS panels are
difficult to distinguish from the operator's normal work station. The ECCS
annunciator windows are also difficult to read from this position. To check
these panels, the operator must walk to the back wall of the control room.
However, when examining these displays or utilizing the ESF controls, his back
is to the remainder of the plant controls and instrumentation displays. The
panels themselves are well-organized functionally. A separate panel is provided
for each system, There appears to be no differentiation of component impor-
tance by the location of the different control displays on each ESF panel.

The use of a mixture of red and green illuminated indicator 1lights
to indicate correct system alignment is not as effective as the use of a
single color or a blank board approach.* However, the use of colored stickers
to indicate the correct component status or valve position is a good
operational aid, and assists the operator in rapidly assessing the status of a
system. - Because of the location of the ESF panels, this visual check cannot
be easily performed from the operator's normal work station.

Indicator Tight failure is also a potential cause for some
confusion. As discussed for the PWR (Section 4.1.3), a press-to-test
capability would assist the ‘operator in those instances. However, if the
blocking procedure is followed, all cases where both indicator lights are out
-as a result of maintenance action would be tagged.

* Although the uniform color approach may be more effective for status
monitoring, it could cause some difficulties when performing tests and other
routine operations. Indicator light color no longer corresponds to a
specific component state, Hence, a green light may mean valve open in some
cases and closed in others. Th1s inconsistency could be a source of confusion
fur operators when performing routine operations.
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component with its importance as presented in Table 4.7.

4.2.4 Comparison of Monitoring Effectiveness and Component Importance

The final step in the ESF status monitoring system evaluation was a

comparison of the effectiveness of the monitoring technique utilized for each
It can then be
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determined if there is a correspondence between the risk significance of the-
component  and  the effectiveness, 6f the manner in. which it 1is monitored,
relative to other components. It is important to'reemphasizé that only the
relative effectiveness of the monitoring technidues has been determined in
Section 4.2.3. Mo judgments have been made as to the acceptability of any one
approach. Even though one technique is relatively less effective than another
- method, this does not imply that ‘it is-ineffective for status monitoring., The
“fol1owing discussion presents the results of this comparison. Particular
attention is given to those systems and components where there is an apparent
inconsistency between the monitoring approach and its importance.

One aspect of the status monitoring system design which leads to the
greatest inconsistencies is the lack of system level monitoring in the control
room. Currently the operator must determine the system status from the
individual component information. As noted in Section 4.2.3, this is a much
less efficient and less expedient method than using a single, effective
indication of system status. Although knowledge of the aVai1ability of the
componen*s comprising a given system is often very important information, the
most important information required by the operator 'is whether or not the
system will perform its intended function.if'its'USévis required.

The status monitoring approach used for the BWR ESF system
components is very .consistent. and depends almost entirely on the type of
component. A1l pumps and MOV's in these systems have similar displayS*_and
are all tagged in the.same manner with_identicaT tags. The only significant
differentiation which can be attributed to safety is the use of annunciators:
in addition to the console display, for alerting the operator of an incorrect
position or outage of some pumps and MOV's. The use of these annunciators
does not correspond well with the results of the importance calculations.

The qreatest inconsistency is observed for ESWS manual valve 506,
clearly the most important component in this study. There is no display in
_the control room to indicate the valve's position,. nor -is-there any other

*Some sliqght differences in selector switch des1gn which do not significantly
-affect <tatus monitoring are the only d1fferences._
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information available ot the operator except in perhaps the maintenance log
book which would indicate valve outage or closure for maintenance activities.
Because this valve cannot be Operated remotely, it is likely that no need for
a cohtro] room display was forseen, particularly since the component is not in
one of the ECCS‘s."Manual valve 506 is located near other, similar valves in
the plant. Although it is locked open and the shift supervisor controls the
key, the operator still has no assurance that is could be inadvertently left
closed, particularly since there is no periodic check of manual valve
positions in the plant. It should also be noted tht the accident sequence
through which outace of this valve contritutes to increased risk (TW) is a
s]bw]y developing one., It requires many hours before core damage occurs for
a loss of decay heat removal sequence. Hence, if the valve was inadvertently
left closed, there is substantial time available to discover this mistake.
The same absence of control room display was observed for manual valves

'V11A and B in the HPSKS which also appear in the very important cétegony

of Table 4.7. ’

Manual valves 8l1A and B in the LPCIS discharae lines are monitored
in the control room by position indicator lights. Although the absence of a
control switch limits the effectiveness of this display (by requiring a
smaller tag if taken out of service), there is still some indication to the
operator of component status. Position indicator lights are also the only
type of display used for LPIS control valves 46A and B.

The MOV's noted in the very important category are all monitored by
either of the two most effective means described in Section 4.2.3. Hence,
there is reasonable agreement between their importance and the monitoring
effectiveness. However, since nearly all MOV's in the ESF systems are
monitored in this manner, these components are not monitored more effeqtive]y
than many other lesser important MOV's.

As discussed in Section 4.2.1, the dominance of the TW and TC
sequences in the baseline risk assessment results in a large number of
components whose outage does not significantly affect the core melt frequency.
Among these components are many which are monitored in the most effective
manner possible. One set of examples are the CSIS pumps, which are calculated
to be of insignificant risk importance. OQutage of these pumps is indicated by
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a tagged control switch handle, and indicator lights above the switch, and in
almost all cases an illuminated annunciator window. As discussed in Section |
4.2.3, this is the most effective monitoring method utilized inthe plant.

Yet the riék based importance for 'ghese pumps is calculated to be 1.0.
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5.0 SUMMARY AND CONCLUSIONS

As discussed in Section 2, the main objectives of this analysis were
to develop and apply a logical basis by which an effective monitoring scheme -
one in which the effectiveness of the monitoring technique is commensurate
with. the safety importance of the component monitored - could be constructed
or an existing monitoring scheme could be judged. More specifically, these
objectives translated into ascertaining whether a probabilistic risk approach
could or should form the foundation of this approach to status monitoring
decisions by assessing the existing monitoring schemes at two operating plants
using a risk based measure of component importance. The two main products of
this investigation which are relevant to the objectives stated above are: (1)
the delineation of the relative strengths and weaknesses inherent to a
probabilistic risk based. importance ranking of components; and (2) an
identification of those aspects of the existing monitoring schemes where there
are inconsistencies between component importance and monitoring effectiveness,
and ‘thus could be improved. These two areas are presented and discussed in
the subsections below.

5.1 Value of Probabilistic Risk Based Approach

As discussed in Sections 2 and 3, the task of developing a truly
effective monitoring scheme entails two 'major considerations: (1)
theoretically, the operator should be awafé of the status of any component
that can affect the'ability of the plant to reépond to accident conditions;
but (2) practically, there. are limitations and.constraints involved which
rélate to the operators ability to absorb and retain a vast amount of
information concerning the status of;components inen the already high
information load associated with the operator's normal duties and accident
response procedures. These two considerations imply that the optimum
monitoring scheme would be one in which the relative effectiveness of the
monitoring technique (and thus ‘increase in operator information load) is
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commensurate with the safety significance of the monitored component. This in
turn implies the need for a logical systematic way of measuring a component's‘
"importance". .It is the general conclusion of this analysis, with a few reserva-

tions noted below, that probabilistic risk assessment provides a valuable tool

for determining the relative importance of individual components within a large
complex system and can thereby form the basis for effective decisions related

to the status monitoring of safety related components. The probabilistic risk
model is able to provide insights into the relative importance of various components

which are not apparent from (and are sometimes obscured by) the application of

currently accepted regu1atory4procedures such as the use of a single failure criterion

to assess design adequacy.

An illustrative example of such insights which resulted from this analysis
involves the turbine driven pump in the Auxiliary Feedwater System of the PWR.
On the steam supply line to the turbine there are two valves in parallel: MOV 102,
a norma]]y closed motor- -operated valve which "fails as is" upon loss of electric
power, and SOV 102, a normally closed solenoid-operated valve, which "fails open
upon loss of electric power to the solenoid. A cursory look at the system con-
figuration would probably lead to the conclusion that the two valves are of equal
importance and no existing regulatory procedure or guide]fne would differentiate
between the importance of these valves. However, the risk based approach calculates
that SOV 102 is about 15 times more important than MOV 102. That is, if SOV 102
were rendered inoperable, the plant would be exposed to a 1eve] of risk 15 t1mes
higher than if MOV 102 were rendered inoperable. ’

The main reason for- this difference in importance is because the
probabilistic model looks upon the turbine driven pump subsystem in the context
of the overall plant design and analyzes the ability of the subsystem to
perform its function under the conditions with are likely to exist when the
subsystem is called upon. One of the most important conditions under which
the turbine driven pump is required is produced by a loss of offsite power
(leading to loss of main feedwater and the need for auxiliary feedwater)
combined with a failure of the diesel generators (which precludes use of the
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two motor driven auxiliary feed pumps). In fact, the primary design rationale
for a turbine driven feed pump is to provide a diversity with respect to power
sources and protect against just such a blackout condition. Under these
conditions, MOV 102 could not be opened anyway. However, under

these conditions, the unavailability of SOV 102 would lead to the unavailability
of the auxiliary feedwater system and to core melt. Looked upon in a different
way, if MOV 102 is taken out of service, the Toss of offsite power and failure
of the diesels would still have to be accompanied by failure of SOV 102 (or
other faults leading to the unavailability of the turbine pump); however, if
SOV 102 is taken out of service, the loss of offsite power and failure of the
diesels will lead to core melt without the need for any additional failures.
Thus, SOV 102, provides an additional barrier to core melt over MOV 102.

This example illustrates that each component or subsystem must be
examined in the context of the possible conditions which might exist (and the
relative likelihood of those conditions) when the component is called upon.

Those components which can still operate and must operate under such conditions
should not be intentionally rendered inoperable and this last remaining barrier
sacrificed without ensuring that the operator is aware of the situation. The
probabilistic risk model provides a very logical systematic manner for identifying
these important components.

~ The reservations mentioned above with regafd to the use of
probabilistic risk models are primarily concerned with the amount of
uncertainty inherent to any risk assessment of a large complex system. There
are, of course, uncertainties associated with any proposed approach and the

fact that it is the relative importance of the components which is of concern

does certainly lessen the impact of many of these probabilistic uncertainties.

However, great care must be taken in applying the results of any risk
assessment to the tasks described in this report. In all likelihood, the
underlying risk assessment was not performed with the goal of developing
status monitoring schemes. Many conservatisms and questionable assumptions
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might be present which, although not affecting the goals of the original risk
assessors, could seriously inhibit an accurate ranking of component importance.

The most important concern relevant to the importance ranking task
involves the case where one or two sequences dominate the risk assessment. Since
an individual component's importance is obviously very sensitive to the relative

_importance of the accident“seqpence with which it is logically associated, overly

conservative assumptions associated with dominant sequences can artificially raise

the importance of many components. Alternatively, and perhaps more importantly,

they can mask the importance of components not associated with these dominant
but conservative sequences. '

An example of this situation arose in addressing the BWR sequence TW
(transient followed by loss of decay heat removal). This sequénce was calculated
in WASH-1400 to contribute more than half of the total core melt probability for
BWRs and almost all other sequences (except TC - the BWR ATWS sequence) had
frequencies of one or two orders of magnitude less. This obviously made many
components in the decay heat removal systems very important. .Subsequent to
publication of WASH-1400, however, questions arose concerning the validity of -

- the dominance of this sequence (see, for example, Reference 5). While not
exp]icit1y endorsing any specific recalculation of this sequence frequency, the
uncertainty in the quantification could not be ignored. Therefore, for this
analysis, the importance factors which were calculated for the BWR were looked

at very closely.to ensure that the importance of components not associated with
decay heat removal were not obscured by the dominance of TW or that the importance
of decay heat removal components was not falsely maghified.

There will, of course, always be uncertainties and assumptions
associated with any risk assessment. It is also not necessary to determine
what is an appropriate level of conservatism - that will obviously be driven
by the goals of the underlying risk assessment. However, in order to
effectively utilize these risk models for the purposes described here, the
analyst must assess whether a consistent level of conservatism exists
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throughout the model. If some dominant éequences invelve what are considered
to be overly conservative assumptions (relative to other sequences) the
calculated importance factors must be carefully interpreted in the Tight of
this judgment. '

The fundamental conclusion which can be derived from these
observations concerning the inherent uncertainties in the underlying risk
assessment is that specific decisions should not and need not be based on a

precise quantification of importance. The value of the risk based importance

is not to produce directions such as "use monitoring.technique A if the
importance is greater than X", but is to allow identification of
inconsistencies in monitoring techniqhes where the effectiveness of the
technique is clearly not commensurate with the importance of the component.

It must be recognized that the uncertainties in the underlying risk assessment
and the subjective nature of eva]uating the effectiveness of diverse
monitoring techniques preclude precise quantification of either variable.
However, this inherent coarseness does not imply that valuable conclusions
concerning effective status monitoring schemes cannot be reached. The _
uncertainties associated with the under]ying risk models utilized in this

analysis were not so great to prevent very distinct aroupings to be made in

bath "risk significance" and monitoring effectiveness.” Hence, it was
possible to effectively test the hypothesis stated in Section 3.1 given these

inherent levels of uncertainty. The use of groupings does not significantly
diminish the value of the approach or the results; it is merely a recognition
of real world uncertainties and attempts should not be made to "over-quantify"
and imply a level of precision where it is not possible or necessary to do so.

In addition to the problems associated with the inherent
uncertainties in the underlying risk assessment noted above, there are two
other points which should be mentioned concerning the use of a probabilistic
risk approach in developing status monitoring schemes. The first point is
that the ‘selected measure of risk can significantly affect the results of the

-componentfimportance ranking. In this analysis, the frequency of core melt
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was the selected measure of risk. This obviously resulted in high importance
ratios for those systems which are désigned to Qreveht core damage. However,
if acute fatalities in the surrounding poputation had been chosen, this would
have elevated the importance of systems which are designed to mitigate the
consequences of a core melt (e.qg. containmenf ESF's). "»
Secondly, the true value to the operator of knowing a component's
status might depend greatly upon the operator's required or possible tasks
following the initiation of an accident sequence, If the operator'is not
required or cannot perform any useful function under some accident condition,
the value of knowing the status of a pump which is required to start
under this condition is certainly diminished to some extent. Conversely, if
‘the operator has a long time to try to discover and repair a problem, the
value of effective status monitoring could be altered. One example is manual
valve 506 in the BWR ESWS (Section 4.2.1). An importance of 2700 was
calculated for this component. However, outage or misposition of this valve
contributes to increased core melt frequency throdgh the TW sequence. Since
there are many hours before core damage would occur for this sequence, there is
plenty of time available for discovery and repair.of the problem (particularly
since this valve is readily accessable). Of course, an effective status
monitoring system can be very valuable in rapidly locating these unknown outages,
thus providing more time to correct the situation before core damage occurs
or the system experiences an undesirable thermal transient.

Another situation not reflected in the original risk models are
those cases where operator error in responding to an event degrades system
performance. It can be argued that the value of the status information is
enhanced if it involves situations where the operator could inadvertently
degrade a system's response to an accident condition if he were unaware of
the status of a component or syétem whjch_he is requiredAor,might be expectedl
" to opérafé. These consideratfdns Eou]d, of course, be'incorporated into the
risk model.  However, most available risk models would be expected to require
substantial revisions before these aspects of operational actions are
adequately reflected in the model, |
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The specific results presented in Section 4 and summarized in the
following subsection concerning the monitoring téchniques of the two operating
plants demonstrate the possibility of reaching useful conclusions given these

" uncertainties and considerations. Inconsistencies can be efficiently

identified by utilizing the approach described in this analysis which would
not be apparent by employing current design practices or regulatory
procedures. Thus, the probabilistic risk based approach is a valuable tool
(if used with caution) to enhancé the effectiveness of status monitoring
schemes and thereby improve the level of safety of nuclear plants. '
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5.2 Conclusions from Specific Plant Evaluations

A comparison of the risk based component ranking to the actual status

monitoring schemes incorporated in specific p]énts was performed to evaluate-
the usefulness and limitatiohs of this methodology,” Tt ‘should be emphasized
that this assessment was not performed to judge the adequacy of ESF status
monitoring at each plant, nor was it intended to establish numerical standards
for developing and evaluating status monitoring systems. Nevertheless

some observations which resulted from these plant assessments are worthy of
mention as they illustrate the types of conclusions and information which

this approach can produce. Furthermore, some of the suggestions for improving
status monitoring are applicable to many operating plants, and thus are

worthy of further consideration.

The comparison of the risk based component importance with the
effectiveness of the different monitoring techniques reVea]ed several
inconsistencies for both plants evaluated in this study. The major
inconsistency is an absence of system level status monitoring in the control
room. The operator must determine the system status by assimilating the
information from the individual console displays for the components which
comprise the system. For experienced operators, this process is
straightforward-and simple in most cases. However, certain, less frequently
~encountered conditions could occur where the operator may not be fully aware
of the ramifications of component outages. In addition, there are some
components which can degrade or disable a safety system, whose status are not
monitored in the control room (e.g. several manual valves). Thus, the current
approach is much less effective than a single indication of system status that
is given a priority in the hierarchy of control room status monitoring
techniques that is commensurate with its importance.

.. Inconsistencies between monitoring effectiveness and importance for
the various individual components were also identified in this evaluation.
These discrepancies can be attributed primarily to two general characteristics
of the control room design. First, with only a few exceptions, the status
monitoring techniques employed at both plants considered in this study are
entirely dependent upon the type of components. For example, all pumps in the
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ESF Systems have similar control room displays; and the same administrative
and tagging procedures are used when they are taken out of service. Hence,
the effectiveness of status monitoring for all ESF system pumps is virtually
identical at each plant. The reason for this similarity is that the control
room design is based on other considerations in addition to safety.
Simplicity df operation, for instance, is a major and very important factor
which contributed to the uniformity of the present design of the control room

displays.
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‘With this uniform approach, some inconsistencies bhetween the - -~

. effectiveness of the status monitoring technique and the‘importance of various
components,are expected and were discovered . in the anaiysis for each plant.
One example is the use of an annunciator, "SI Valve Out of Position" in the
PR, in addition to the console ‘disp]ays to alert _the operator to the
ihcorrect_position of certajh Valvesnin the safetyAinjéction sysems. 'Lmi1e'
the monitofinq_fechnique iétidentica1'f6r_fhese valves,. the results of'the
risk-based importancé calculations indicate that there afe'siqnificant
differences in the importance>of these Qa]ves.‘ Fufthermore, although tﬁey are
monitored hy the mbst_effective technique utilized in the plant, they are not
the most risk significant. There are other MOV's in the plant whose outage
would have a qreater impact on core melt ffequency, which are not monitored by
an annunciator.

The other major aspéct of component status monitoring common to both
plants is the absence of any control room indication for the position of
manual valves. This appears to result from fhe philosophy that since the
capability for remote operation of these components is not required, there is
no need to diép]ay their status in the control room and thus contribute to- an
alreadv rrowded control room. Since. there is no display in the control room,
the only means by which their.status is checked is‘a periodic local inspection
of valve position., This monitoring technique is the most ineffective of those.
6hserved at the plants. However, the importance calcu]ations demonstrate that

‘both plants have several manual valves which are véry important if
inadvertently left in the wrong position. The most prominent example of this
descrepancy is valve 506 in the BWR ESNS. The risk model calculates an

~increase in core melt frequency in excess of three orders of magnitude if this
valve is inadvertently left closed.

Additional manual valves and other components where there is a
disérepahcy.hetweeh monitoring effectiveness and importance are discussed in
Section 4.1.4 for the PWR and 4.2.4 for the BWR. It is recommended that some
consideration be given to improving the ‘monitoring techniques for these
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components.  This is especially important in the case of the key manual valves
identified for each plant. The ‘addition of some display of their status to
the operator, coupled with a consistent control room displ ay téqqinq procedure
For outages of these valves would significantly improve the ESF monitorin'gv.
scheme at both plants. It is recognized, however, that ‘the addition of
individual control room displays for numerous manual valves could ‘actually
adversely affect overall operator effectiveness by overloading him with
information. For this reéson, system level indications which incorporate the
information concerning the Status of numerous individual valves could provide
the most effective means of Supp'lying this important status information to the
operator. - I
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APPENDIX 1
_EXAMPLE SYSTEM AND COMPOMENT IMPORTANCE CALCULATIONS
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This appendix provides a samp]% ca]culation.of system and component
Amportance to illustrate the methodology discussed in Section 3.7.1. The
system sclected for this example is the PYR Containment Spray Injection System |
(CﬁfS). To illustrate a specific component importance calculation, a pump in

this system was selected.

... The CSIS pumps take suction from the RWST and deliver watér to sprav

headers in the containment. The dispersal of cold water throughout the
containnent atmosphere is intended to reduce containment pressure f011owinq a
LOCA and assist in fission product’ renoval. The CSIS consists of two, nearly
identical, independent subsystems. A simplified flow diagram is given 1in
Figqure A.1. As treated .in WASH-1400, fai]ure'of‘the~CSIS is considered to be
failure to deliver water from the RWST to the containment atmosphere at a rate
at 1east equivalent to the full deiivery of one of the two-spray pumps. The
fbl]owind example shows how an outage of one of these pumps impacts core melt
frequency. | . ' '

As outlined in Section 3.2.1, the initial step in the assessment is
to determine the hase line core melt frequency. This provides the necessary
standard of comparison for evaluation of the impact of component outages. The
first step is the'eStablishment of an overall risk model for the PuR. This
was accomplished by selectina from the WASH-12400 event trees all accident
sequences which contributed at least 1% to the nominal core melt frequency.
Additional sequences were selected to ensure that all initiating events and
all ESF systems were respresented. The inclusion of these additional
saquences was necessary to ensure that the effects of major chandcs in ESF
unavailability would not be neglected because the affected base-1ine sequences
were not originally major contributions to risk.' The resulting risk model for
the PWR is comprised of 13 accident sequences. ' .

Using the list of sequences in Table 4.1, a base-line core melt

frequency, F(Base), was determined by summing the individual contributions
from each sequence. ’ '
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F(Base) = F(Sequence 1) + F(Sequence 2) + . .. ¥ F(Sequence 13) (1)
{
The contribution from -each sequence &as cé]cu]ated by multiplying the
initiating event freawancy by the point estimate unavailabilities for the
svstem failures associated with that sequence. For example, the contribution
from the SZC sequence is(<determineq by multiplying "the. frecuency of the
small-small LOCA initiator fg by the unavailability of the CSIS, Qeqrge

2
F(S,C) = fo. o 2
R = fsy Qs (@)
Using the NASH-14OO data,
fg = 1073 year"1
2 o o
' " ‘ . -3
Therefore
F(S,C) = 2.4 x 1070 year™d

In a similar mannéf, the core melt frequencies-fbr each sequence in Table 4.1
were calculated, Their resulting sum is:: ' '

F(Base) = 4,3 x 10'5 yeqr'1

This nominal value is then'used as a hasis for compériébn WHen_ca1t01atinq the
effects of component outage. B

The second task identified in Section 3.2.1 was to calculate the

core melt frequency assuming a ‘given system or component were unavailable
(F(SYS) o- F(COMP)). This translates into solving the equation for core melt
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freﬁuehcv with the specific system or component unavailability equal to 1.0,
In determining F(SYS) for the example CSIS, Qegrg = 1.0 is substituted into
equation (). 0f the sequences comprising the risk model, the CSIS only
appears in the S?C sequence, The core me]t'frequency for the S?C sequénce,
assuming unavailability of the CSIS simply becomes the initiator probavility
if -3 .-1 .
F'(s,C) = (10 year™2) * (1.0)
Substituting this value in equation (1)

N -3 -1

F(CSIS) = 1.02 x 107 year:

The importance of the CSIS is then given by the ratio of F(CSIS) to F(Rase).

I(CSIS) = 24
This ratio means that, if both trains of the CSIS are disabled the likelihood
of core melt is increased by a factor of 24.. Since LCO preclude outage of
both CSIS trains during power operation, this value is a measure of the
additional risk should this LCO inadvertently be violated.

To 'célculate the importance of individual componéhts, the
unavailabilities comprising the risk model (equation 1) must be examined in
more detail. In general, each system unavailability is comprised of
contributions . from hardware failures (QH), test and maintenance (QTM); and

common mode failures (OCM)‘ Hardware failures can be grouped according to the
- number of individual- component failures required to fail the system.
Generally, only contributions from single failures (Qg) and double failures
(Qp) are significant contributors to the system unavailability.
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For the CSIS, the nominal values .for those contributors are
.

-7 :
¢ = 20.4x10 } Q, -
4

=
I

b

OD = 3,2 XAIO-

Dpy = 1.5 x 107

1.9 x 1073

Hi

Oy

In calculating the importance of a single CSIS pump, the CSIS reduced fault
tree* was evaluated using a‘ failure probability of 1.0 for one pump. Since
the outage of a sinqle pump effectively disables one train of the CSIS, there
are- many single failures in the redundant train which -can fail the system;
Thus the hardware contribution increases to

Q' = 1.8 x 107

As discussed in Section 3.2.1, it was assumed that LCO are not violated when
calc¢ulating the importance of component oUtages.. Hence, if the pump s
assumed to be out of service, there is no other maintenance contribution.

Q' = ¢

Likewise, the common mode contribution must be examined to see if it
is still -applicable under the “assumed condition of pump outéqe.’ The comnon
mode .contribution to CSIS unavailability is comprised of a calibration error
of the Consequence Limiting Control System (CLCS) sensors which provide the
initiation signal for the CSIS; ‘and a failure to close the recirculation
valves in both trains after the monthlyl test. ‘Both of these events are
included in the reduced fault tree as contributors to the individual failure
probabilities for each train. Hence, they contribute through the revised
hardware unavailability, OH'. Since the redundant train is out of service the

* Appendix II of WASH-1400, page 11-273.



cormon mode contribution which accounts for coupling of these events is no
Tonger applicahle.  Hence, the CSIS unavailability given that -one pump is

unavailable, is

Q(‘QIS' = QH' ‘

XY

[ I ] "2
Os1s = 1.8 x 10 ©

This value is then substituted into equation (1) and a revised core melt
frequency is determined.

F(CSIS pump) = 5.9 x 1072
The importance is then determined by

1(CSIS pump) = F(CSIS pump)
F(Base)

I(CSIS pump) = 1.4

This means that the core melt frequency is incredsed by a factor of 1.4 when a
single (SIS pump (or one CSIS train) is taken out of service.
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APPENDIX II

ESF COMPONENT STATUS‘MONITORING DATA
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This appendix provides a comprehensive listing of the monitoring
techniques for the F£SF components considered in this investigation. This
information is compiled in two large tables: Table II-1 for the PUR and Tahle
I1-2 for the BWR. The first column of each table lists the caimonent using
the same numbiring scheme as WASH-1400. A brief description of ithe component
Tocation or function is provided to assist in identification of each entry in
the tahle. Tae impertance of each component as calculated by the methodology
desciibed in Section 3 and illustrated in Appendix I, is given in the second
column of the tables. The remaining two columns summarize the information
obtained during the plant visits. The specific monitoring technique used for
each componen~ is summarized in the third column, and clarifying comments or
additienal irformation is presented in the last entry. More detailed
discussions of the different monitoring techniques, as well as illustrative
photographs, are included in Section 4.
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Table II-1

PWR ESF COMPONENT STATUS MONITORING

IMPORTANCE *

'MONITGRING TECHNIQUES

COMMENTS

COMPONENT
- Accumulators (ACC)
Accumulators (3) 7.2
Store water for ' .
injection into
core.
MOV's 1865A, B, and C 7.2

' dwscharge 1nto RHR

N.0., upstream:
of two check valves
in ACC discharge line

MOV's 1720 A, B, and C 7.2
N.C., permit ACC

line.
HCV's 1851A, B, and C 7.2

N.C., admit coolant
to ACC.

Annunciator on hi/low ACC pressure.
Annunciator on hi/low ACC level.

ACC Tevel and pressure meters on outer
console.

I1luminated annunciator light may also
be tagged if ACC is unavailable.

Indicator Tight with control switch on
inner console. Control switch should be

‘tagged if valve out for maintenance.

Annunciator if valve is closed. ("SI

Valve Qut of Position" annunciator also
- .used-for other key valves).

Indicator 1}ght with control switch
on inner consgle. Control switch should

~ be ‘tagged if valve out for maintenance.

Indicator light with control switch on
outer console. Control switch should
be tagged if valve out for maintenance.
Annunciator on hi/low ACC level.

ACC level meter on outer console.

LCO pevent outage of more than
1 ACC at any given time.

If an ACC were taken out of
service, MOV 1865 (A,B, or ()
might also be closed. This
would also be annunciated, and
presumably the MOV switch on
the. console tagged.

Electric power removed from
this valve .

e If this valve were left open
~and RHR line depressurized,

accumulator discharge would
initiate alarm. :

Valve outage only impacts ACC
availability if outage affects
pressure or inventory in ACC.

*Importance is defined as the ratio of the core melt frequency with the indicated compcnent out of service to the

nominal WASH-1400 core melt frequency.




Table II-1 (Continued)

PWR ESF COMPONENT STATUS MONITORING

COMPONENT

MONITORING TECHNIQUES

Tank (RWST)
Source of water for
HPIS, LPIS, and CSIS

o Level displayed on meters on outer
console.

IMPORTANCE® COMMENTS
ﬁgs - ?gngznugd dc 7.2 e Indicator light with control switch on outer e Valve 'outage' only impacts
N.C. Z it N g" ACC console. Control switch should be tagged if ACC availability if outage .
% ,1ﬁtm n 0 valve out for maintenance. affects pressure or 1nven- ’
0 maintain pfessure. tory in ACC.. .
. o Annunciator -on hi/low ACC pressure,
.IACC pressure meter on outer console.
HCV's 1852A, B, and C 7.2 e Indicator light with control switch on outer |e Valve ‘outage’' only impacts
N.C., ACC drain valves console. Control switch should be tagged if ACC availability if outage
: 'valve out for maintenance. . affects pressure or 1nven-
oo o - -tory in ACC. . .
o Annunciator on hi/low ACC level.
| ACC level meter on outer console.
ﬂv;Acc Ven'”#aives €3) 7.2 ls Indicator light with control swit’""m o Valve ‘outage’ only impacts
- N " ‘outer .console. Control switech should be ACE availability i¥ outage -
: tagged ¥ vatve out for mafntenance Faffects pressure” br'inventory
| . Annunc1ator on. h1/1ow ACC pressure. "1" ‘ACC.
Wigh PressUré'Injection. - e ACC pressure meter on outer console
System (HPIS}) _ ' ' . .
Refueling Water Storage 2 ~'3 Ahnuhciatdr on lo and lo-lb RUST level. » RWST from Unit 2 capable of

supplying HPIS of Unit 1.
Risk analysis does not reflect
this recent design change.

o RWST importance calculation
incorporates impact c7 outzge
on LPIS and CSIS as well as
HPIS. . )

" *Importance is defined as the ratio of the core melt frequency with the indicated component .out of service to the
~nominal WASH-1400 core melt frequency.
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Table II-1(Continued)

PWR ESF COMPONENT STATUS MONITORING

COMPONENT IMPORTANCE* MONITORING TECHNIQUE COMMENTS
HPIS - continued
anual vaive [-C5-25 32 No indication in CR. Valve is key locked open,

N.O.,in single line
from RWST. Upstream
of LPIS junction,

Manual Valve SI-24

N.0.,in single line
from RWST, down-
stream of LPIS

Junction.

MOV's 1115 B and D

N:C., tn. para'rTe]

- ks ‘leading to

chargfng purp suc-
tion header.

MOV's 1267A, 1269A,
and 1270A

N.0., admit water
from charging pump
suction header A to
individual pumps.

1.5

1.0

HPIS flow measurements would 1nd1rect]y
indicate valve position.

Local check of valve alignment performed
weekly.

No inﬁication in CR.. ~

HPIS flow measurements would indirectly
indicate valve position.

Local check of valve a11gnment performed‘-'
"weekly. '

Indicator lights with. control: sw1tch
on inner console. Control switch should
be tagged if out for maintenance.

Indicator lights with control switch
on outer console. Control switch may be
tagged if valve is closed during pump
maintenance. ‘

Shift supervisor controls key.
Valve position is checked
periodically. .

Valve closure would also affect
LPIS. Importance calculations
incorporate this contpibgtion,

o Valve is key locked open. Shift

supervisor controls key.
Valve position is checked per1-

. odically.

Valve only closed when perform-
ing maintenance on .charging
pump. In this instanece charg-
ing pump controls would be
tagged.

*Importance is defined as the ratlo of the core melt.frequency with the 1nd1cated component out of service to the
nominal WASH-1400 core melt frequency.
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Table II-1(Continued)

PR ESF COMPONENT STATUS MONITORING

nominal WASH- 1400 core melt frequency.

COMPONENT IMPORTANCE *- MONITORING TECHNIQUE COMMENTS |

HPIS - continued | |
| Charging Pumps -1-CH- 1.0 Indicator lights with control switch on MOV's isolating pump would

P-1A, B and C - inner console. Pump control switch tagged closed during maintenance..

~ Deliver water if out for maintenance. This would be evident by .
to core during S . . . wo indicator lights and perhaps
HPIS and HPRS Annunciator if pump is unavailable. ' tags on MOV control.. .
operation. Importance calculation re-

flects contribution to HPRS.

MOV's 1286A, B,and C 1.0 Indicator lights with control switch on Valves only closed during
‘ N.O., ) outer console. Control switch should be pump maintenance as flow

between pump tagged if out for maintenance. *® paths are used in normal
discharge and- , : . CVCS operation.

header leading ' )

to BIT.

‘MOV. 1867 A and- B (BIT 1.7 - '-Indlcator lights with control switch on Successful operat1on of BIT |
| imlet va?ves) inner consele. Control switch should be ‘inlet valves would also-be.
{ M.y in parallel tagged -ifiout’ “For- maintenance 1nd1cated by 1ncreasing BIT

1ines between pump pressure which is displayed
~ discharge header on a meter on the outer con-

. and BIT. Open on . sole.

SICS signal to divert
flow from charging

- line to BIT. _ .

Boron InJectlon Tank 30 ~- No direét indicat{on; however, depending LCO brec]ude taking BIT out
(BIT) . on nature of outage,several annunciators . of service when reactor is
Store boric ac1d for for BIT or boric acid system may be actu- at power.

HPIS ated. Also .BIT inlet and outlet MOV's
. : Risk calculation assumaz .
would be de-energized and tagged during isolation of BIT will fail-
: HPIS.
* Importance is def1ned as the ratio of the core m2lt frequency with the 1nd1cat°c component out of sery }.é to tog
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Table II-1(Continued)

PWR ESF COMPONENT STATUS MONITORING

COMPONENT

IMPORTANCE *

MONITORING TECHNIQUE

COMMENTS

'HPIS - continued

(2)

|'Mov's 1867 D andC
1 (BIT Outlet Valves)
" N.C. in parallel

BIT Heaters (2)
Maintain temperature
in BIT.

Boric Acid Piping
Trace Heating Circuits

Maintain tempera-
ture in boric acid
Tines which provide
inventory to BIT.

‘paths between BIT
and cold leg injec-
tion header.

Manual Valves 1866
D, E, and F

N.0., in cold leg
discharge lines.

1.6

1.4

1.7

1.1

» Heat tfacfng operability checked locally

o Indicator Tights with control switch on

No direct indication in CR.
Annunciator on 1o BIT temperature.

Operability indicated by several red lights

on a side panel. Light intensity increases.
when there is a failure in heat tracing cir-
cuit. .

every 8 hours.
Annunciator on heat tracing circuit trouble.

inner console. Control switch should be
tagged if valve out for maintenance.

No indication in CR.

Unreliability of existing
monitoring system has caused
the 8 hour local check.

Indicator lights on panel dis-
play monitor other non-safety
related lines as well. Hence,
operator cannot determine if
fault is in HPIS line.

Monitoring system and heat

‘tracing circuit -being redesig:

ed & modified at time-of stud:

Failure of BIT outlet valves
to open on demand would be-
annunciated by hi BIT.pressure

MOV is tack-welded in posi-
tion. Welds are checked once
a year.

Special procedures ave fo'-

* lowed for any valve mzinten-

ance.

* Importance is defined as the ratio of
nominal WASH-1400 core melt frequency.

the core melt frequency with the indicated component out of service to the
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Table I1I-1 (Continued)

PWR ESF COMPONENT STATUS MONITORING

COMPONENT

'IMPORTANCE*

MONITORING TECHNIQUE

COMMENTS

HPIS - continued

Charging Pump
Cooling HWater Pumps
(2) o :
provide ccolant to
pump seals.

Charging. Pump
%egvice Water Pumps
2
provide coolant to
remove heat from
Jintermediate seal
HX's and lube 01l
-~coolers.

High Pressure Recir-

culation System (HPRS)-

MOV's 1863 A and B
N.C., admit water
from LPRS pump dis-
-charge to charging
pump suction headers.

i
h

I MOV's 1869 A and B

N.C., admit water

|- from charging pump

. discharge headers
+ to hot leg injection
lines. ‘

1.8

1.8

1.6

1.6

e Indicator 1ights with control switch on inner
console. May not tag switch if pump out for
maintenance.

e Annunciator on low discharge pressure when
pump is operating, but no annunciation when
standby pump is taken out of service.

e Same as fof Charging Pump Cooling Water
Pumps.

| e Indicator Tights with control switch on

inner console. Switch should be tagged
if valve is out for maintenance.

o Indicator lights with key opérated control
switch on inner console. Key controlied by
shift supervisor. :

| o Annunciator if valves are open ("SI Valve

out of position. annunciator" also used for

other key vaives).

One pump must be operating
(control switch in "hand”
position) and the other in
"auto" at all times. If one
pump is down for maintenance,
the control switch is turned
to "off". LCO 1imit the aliow
able time for maintenance.

Importance calculation reflec
contribution to:.HPRS.

‘Same as for Charging Pump

Cooling Water Pumps.

Some components previously.
addressed as part of HPIS

-evaluation. . '

Breaker open, hence no power
available to open valves fror
CP. Yellow sign attached by
maanet indicates tnis to ope
ator {sign is very easily
displaced). '

*Impertance is devined as the ratio of tne
nominal WASH-1400 core melt freguency.

core welt fraguency with ihe indicated corpone:
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Table II- 1(Cont1nued)

PWR ESF COMPONENT STATUS MONITORING

COMPONENT

IMPORTANCE *

MONITORING TECHNIQUE

COMMENTS

I portance is de

HPRS - continued

MOV's 1267 B,

and 12708
‘N.0., admit flow from
LPIS Train A to
charging pump
suction.

12698,

MOV's 1287 A, B, and C
N.O., between
‘charging pump dis-
charge and one of hot

leg injection headers.|

MOV 1842

N.C., admits water
from charging pump
discharge header to
cold leg injection
{used to bypass BIT)

Low Pressure Injection

System (LPIS)

MOV 1862 A and B
N.0., in parallel
Tines which deliver
water from RWST to
LPIS pumps.

1.0

1.0

1.0

2.9

Indicator lights with control switch in outen
Control switch may be tagged if out
for maintenance, or if charging pumps are out

console.

for maintenance.

Indicator lights with control switch on outer
console. Control switch should be tagged if

valve out for maintenance.

Indicator lights with control switch on
inner console. Control switch should be
tagged if valve out for maintenance.

Indicator lights with control switch on
inner console. Control switch should be
tagged if valve out for maintenance.-

Annunciator if valve is closed ("SI Valve

Out of Position" annunc1ator also used for

other key valves).

fined as the ratio of the
”on1nc1 WASH 1400 core melt frequency.

core meit frequency wiwn the indiceted componeni ouv o Servioa ity

e Valves only closed when
charging pumps are out for
maintenance. In this in-
stance charging pump controls
would also be tagged.

e Valves only closed during
pump maintenance. In this
instance charging pump con-
trols would also be tagged.

e Some components already
addressed as part of HPIS.

e At the time of the WASH-1400
analysis there was only one
valve in a single line which
fed both LPIS pumps. The
design has now been changed
to two parallel flow paths
~each having a w0V, The
importance calculations are
for the current design.



Table II-1{Continued)
PWR ESF COMPONENT STATUS MONITORING

‘COMPONENT

IMPORTANCE *

MONITORIKG TECHNIQUE

COMMENTS

0L-11

1

!

YIS-continued

Manual Valves A03 & B03}

N.O.

in LPIS pump

~suction lines down-
stream of MOV's
1862A and B.

LPIS Pumps
Supply water for
low pressure injec-

tion
tion

N.O.

and recircula-
operation.

", MOV's 1864A and B

in LPIS pump

- discharge Tines.
HOV. 1890C

o NJOL,

" 1ine which provides

in single

: water to cold leg
injection header.

HOV's 18904 and B

, permit LPIS

1n3ect10n 1nto hot

legs.

2.9

2.9

1.2

3.3

2.9

No indication in CR.

Local check of valve a1lgnment performed
weekly.

Indicator 1ights with control switch on
inner console. Control switch tagged if
pump out for maintenance.

Annunciator if pump is unavailable.

Indicator lights with control switch on
inner console. Control switch should be
tagged if valve out for maintenance.

Indicator lights with control switch on

inner console. Power has been removed
from this valve so all lights are out, and
therefore no direct indication of valve
position in CR.

Valve is tagged locally.

Indicator lights with key locked actua-
tion switch on inner console. Power has
been removed from this valve so both
lights are out.

Importance calculation re- .
flects contribution to LPRS.

Importance calculat1on re-
flects. contrlbutlon to LPRS.

LCO prohibit va]ve closure
during operatlon ’

Valve is manua1ly operab]e
and near similar {though
not tagged) valves.

Valve tested and position
checked quarterly.

* Importance is- defined as the ‘ratio of the

nominal WASH-1400 core melt frequency.

core melt frequency with the indicated component out of service to the




Table TI-1(Continued)

PWR ESF COMPONENT STATUS MONITORING

COMPONENT

IMPORTANCE *

MONITORING TECHNIQUE

COMMENTS

11-11

Low Pressure Recircula-
tion System (LPRS)

MOV's 1860A and B
N.C., in parallel
lines between sump
and LPIS pump suction.

MOV's 1862 A and B
N.0., in parallel
lines which deliver
water from RWST to
LPIS pumps. Must
close when transfer-
ing to LPRS opera-
tion. _ :

Contéinmeht_Spray'
Injection System

| -{cs1s)

Manual Valves V4A and B
N.O., in paraliel
suction lines from
RWST.

MOV's CS100A and B
N.0., in parallel
suction lines from
RWST, downstream

- of manual valves

V4A and B.
| an

2.8

3.1

1.4

1.4

. o Indicator lights with control switch on

inner console. Switch should be tagged
if valve out for maintenance.

e Indi'cator lights with control switch on
inner console. Control switch should be
tagged if valve out for maintenance.

e Annunciator if valve is closed ("SI valve
Qut of Position” annunciator also used for
other key valves).

e No indicat{on in CR.

® Local check of valve alignment performed
weekly.

o Indicator 1ights with control switch on
inner console. Control switch should be
tagged if valve out for maintenance.

Some LPRS components pre-
viously addressed as part
of LPIS evaluations.

See note on MOV 1862 deéign
change under LPIS.

Valve position defining un-.
available state is different
for LPRS than for LPIS;

hence a separate calculation

is performed.

RWST already evaluated as

part of HPIS importance

‘calculations.

* Imoortance is defined as the ratio of the
nominal WASH-1400 core melt frequency.

core melt fregquency with thz indicated component out of service to the

T A



Table II-l(Continued)k
PWR ESF COMPONENT STATUS MONITORING

2L-1}

COMPONENT IMPORTANCE * MONITORING TECHNIQUE _ COMMENTS o
CSiS -continued 1.4 o Indicator lights with control switch on e MOV's isolating purp would
CSIS Pumps 1A and B : inner console. Control switch should be presumably be closed dur=
Deliver water from tagged if pump out for maintenance. ing maintenance. This would

RWST to spray nozzles be evident by indicato?

in containment. e Annunciator if pump out of service. lights and perhaps a tag
: ' on the MOV control display.
MOV's CS101A, B, C and 1.0 e Indicator lights with control switch on
) inner console. Control switch should be
N.C., in parallel tagged if valve out for maintenance.

_ paths downstream
of each pump dis-
charge (A and B
are downstream of :
pump A; C and D '
are downstream of

pump B). .

Spray Headers and 1.4 e No indication in CR. e Presumably MOV's CS101 A
| Nozzles (one each , _ _ ' _ and B or C and D would be
- train) : ' - closed in the affected
| - spray water into loop if maintenance were

containment : . required on these compo-

nents. This would be evi-
dent by the indicator
Tights and perhaps a tag
on the MOV control dis-
play.

* Importance is defined as the ratio of the core melt fre

: t quency with the indicated component out:of service to the
nominal WASH-1400 core meit frequency. :
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Table II-1(Continued) -

PWR ESF COMPONENT STATUS MONITORING

COMPONENT IMPORTANCE*

MONITORING TECHNIQUE

COMMENTS

-System (CSRS)

Heat Exchangers 1.0

CSIS - continued

Manual Valves 1.4
V2A and B
N.C., in test
lines returning
flow to RWST.

Containment Spray
Recirculation’

E]éctric Motor - 1.0
Driven Pumps :
Inside Containment.

for trains with
pumps inside con-
tainment.

Spray Header and 1.0
Nozzle Assemblies
fer trains with
pumps inside con-
tainment.

No indication in CR.

Dual verification of valve closure
after pump test. '

Local check of valve alignment performed
weekly.

» Indicator lights with control switch

on inner console Only pump control
display with a blue 1ight. Should be
tagged if pump out for maintenance.

Annunciator if pump out of service.
No indication in CR.

Meters on outeér console monitor spray
temperature, cooling water flow,

and service water radiation level when
system is operational. '

No indication in CR.

Blue indicator light indicates
pump shaft rotation during
testing. Pump is tested "dry"
(no. water in spray lines) &
run only long enough to
verify rotation and

amperage.

Heat exchanger kept empty
to avoid corrosion problems
with service water. Water
detector on shell side of
HX actuates an annunciator.

Pressure tested at refueling.’

Importance calculation in-
corporates contribution from
CHRS.. g

* Importance is defined as the ratio of
nominal WASH-1400 core melt frequency.

3

the core melt frequency with the indicated component out of service to the
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" Table I1-1(Continued) .. ..

PWR_ESF COMPONENT STATUS MONITORING

COMPONENT IMPORTANCE*

" CSRS - continued

: MOV's RS 155A and B 1.1

Driven Pumps out-

MOV's RS 156A and o

| 'N.0., in discharge

; tainment.

N.O., in suction
lines for pumps

outside contain-
ment .

Electric Motor. ) 1.1

side containment.

Tines for pumps
outside containment.

Heat Exchangers for 14
trains with pumps
outside containment.

Spray Header and Nozzlé 1.1
Assemblies for trains .
with Pumps outside cont

e Meters on.outer console monitor spray

MONITORING STATUS I COMMENTS

o Indicator 1ights with control switch on
inner conscle.Control switch should be
tagged if valve out -for maintenance.

; Indicator 1fghts with control swftcﬁ on e MOV's on suction-and dis-

“inner console. Control switch should be charge line of pump out for
tagged if pump out for maintenance. , maintenance would presumably

be closed and thus not in
their standby'positions:\

e LCO precludes pump outage in
excess of 72 hours.

e Anrunciator if pump out of service.

. Indicator“lightS'with.cohtro1'§wifCh on
inner console. Control switch should be
tagged if valve out for maintenance.

PN

e No indication in CR. e Importance calculation in-
corporates contribution from

temperature and coeling water flow when CHRS. o

system is operational.

e No indication in CR.

* Importance is defined as the ratio of
. nominal WASH-1400 core melt frequency.

the core melt frequency with the indicated component out of service to the
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Table II-1 (Continued)

PWR ESF COMPONENT STATUS MONITORING

N.O., vent air
at HX inlet.

2A20 and 2820)

COMPONENT IMPORTANCE* MONITORING TECHNIQUE COMMENTS
Containment Heat e CSRS/CHRS HX's listed under
Removal System CSRS.

{CHRS)

MOV's SW 103A, B, 1.0 . Indicator‘lights with control switch e Brass covers are placed over
Cand D on inner console. Control switch may control switch to prevent -
N.C., in parallel be tagged if valve is out for maintenance. accidental opening of these
lines in each of : valves .when gperator means
two lines drawing to operate the condensate
water from intake valves which have identical
canal. (Valves controls immediately below
open on CLCS Hi- the SWi103 vaive controls.
Hi signal). ' ‘

MOV's SW 104A, B, 1.0(Valves o Indicator lights with control .switch on

Cand D ) A and B) inner console. Control switch may be tagged'

" KR.0., admits water : : ‘ if valve is out for maxntenance '
to CSRS HX's 1.1(Valves
. . C and D) _

MOV's SW 105A, B, 1.0(Valves e Indicator lights with .control switch on

Cand O A and B) inner console. Control switch may be tagged

N.0., in discharge 1.1 (Valves if valve is out for maintenance.
Tine from each HX. "¢ and D) |

Manual Valves 1.0(Valves e No indication in CR.

XV1A20, XV1B20 1A20 and 1B20]

XV2A20, and XV2B20 1.1(Valves

* Importance is defined as the ratio of
nominal WASH-1400 core melt frequency.

the core melt frequency with the indicated com

ponent ocut cf services teo

)
(o]
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Table II-1(Continued)

PWR ESF COMPONENT STATUS MONITORING

COMPONENT IMPORTANCE* MONITORING TECHNIQUE COMMENTS
CHRS - continued T T
Manual Valves 1.0 (Valves e No indication in CR.
XV1A21, XviB21 1A21 and 1B21
XV2A21, and XV2B21 1.1 (Valves

N.0., vent air at
HX outlet.

Auxiliary Feedwater

System (AFWS)

-Condensate Storage 1840
Tank (CST) .
source of water

for AFWS.

Manual valves 1.7

XvV168 and 183
N.0., in lines"
from CST to
electrically
driven AFW pumps.

2A21 and '2B21

Annunciator on 1o CST level.
Level recorder on outer console.

No indication in CR. ‘

Local check of valve alignment performed
weekly. Independent verification of

position after maintenance.

formed).

fmanual valves

|

Design changes since the com-
pletion of WASH-1400 allow
the AFWS of Unit 2,to supply
Unit 1, and provide two CST's
for each unit. AFW-pump suc-
tion can be taken directly

-from either a 100,000 gal.

tank (preferred) or a 110,000
gal. tank (the one present at
the time WASH-1400 was per-
Each of -these two
tanks can be rep]en1shed by a

’ T ‘Sﬁaddltf0n°
al’ capab111n. has not been - -
included in“the 1mportance
ca]cu1at1ons

* Importance is defined as the ratio of the core melt frequency with the indicated component out of service to the

norn na

1 WASH-1400 core melti frequency.
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Table II-1(Continued)

PWR ESF COMPONENT STATUS MONITORING

LL-11

COMPONENT IMPORTANCE * MONITORING TECHNIQUE COMMENTS
AFWS - continued
1.7 Indicator lights with control switch. Control

Electric AFW Pumps(2)

Manual Valve XV153
N.O., in line from
CST to turbine driven
AFW pump.

Turbine Drive and
Turbine Driven AFW
Pump.

T Manual Valves

XV140 and 141
XV150 and 151

XV170 and 171

N.O., in parallel
paths from each
AFW pump discharge
~to the two AFW
headers. ‘

16

16

1.0

switch should be tagged if pump out for main-
tenance.

Annunciator if pump is unavailable.
No indication in CR.

Local check of valve alignment performed
weekly. Independent verification of position
after maintenance.

No indication in CR.

No indication in_CR.

Local check of valve alignment performed
weekly.

If turbine driven pump were un-
available, MOV 102 & COV 102 -,
would be closed with power re-;:
moved (indicator lights out). -
The displays would not:be . .
tagged. } :

‘Valves only closed during pump

maintenance, in which case pump
outage would be indicated as
noted for respective pumps.
Independent verification of
correct valve position after
completion of maintenance.

Single valve closure has
negligible effect on risk.
Closure of -one pair of valves
has same effect as outagz cf
the associated pump.

* Importance is defined as the ratio of the core melt frequehcy with the indicated component out of service to the

nomiral WASH-1400 core melt frequency.
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Table II-1{(Continued)

PWR ESF COMPONENT STATUS MONITORING

COMPONENT [MPORTANCE*] MONITORING TECHNIQUE COMMENTS
ARWS-continued 1.0 e Indicator lights with control switch on innerle Valves only used to isolate
MOV's ) console.Control switches should be tagged if steam generators. Indepandent

N.G., in the 6 lines valve out for maintenance. verification of correct valve

from two injection : position after comp1et1on of

headers to main feed maintenance.

lines.
Single valve c]osure has
‘negligible effect.
Closure of one pair which
isolates a steam generator
also has negligible impact
as adequate heat removal can
be achieved through only one
steam generator.

Manual Valves (N.0.) 1.0 o No indication in CR. Valves only used to isolate

in the 6 lines from
the two injection
headers to the main
feed lines.

steam generators. Independent
verification of correct valve
position after~c0mp1et10n ‘of
maintenance.

Single va]ve closure has
negligible effect.

Closure of one pair which
isolate a steam generator
aslo-has negligible impact
as adequate heat removal can
be achieved through only one
steam generator.

Tk Importance is defined as the rat]o of the core melt frequency with the 1nd1cated component out of serv1ce to the
nominal WASH-1400 core melt frequency.
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‘Table II- 1 {Continuzd)

PWR ESF COMPONPNT STATUS VO\TTOR.NG

6L-1T

COMPONENT ‘ IMPORTANCE*] MONITORING T*CPNIQUE CCHMENTS
QS&E;?OUE;C:Ed(N 0.) in - 1.0 e No indication in CR. : e Valves closed only to perfern
: t i ay turbine drive
Turbine Drive Steam e Local check of va]ve al1gnment performed Zﬁ;n§§2;q$§0?2+iz:olge.vrgun
. ¥ L Hos G - i
Supply Lines weekly. erator. Independent verifica-,
tion of correct vaive poasition
: after completion of maintenarce
MOV 102 1.0 e Indicator lights and control switch on .
N.C., admits steam ‘ inner console. Switch should be tagged -

to turbine drive; - if out for ma1ntenance
in parallel path
with SOV 102

SOV 102

N.C., admits steam 16 e Indicator lights and control switch on inner .
to turbine drive; 1. console. Switch should be tagged if out for .
in parallel path maintenance.

with MOV 102.

Diesel Generators 1.5 e "First Out" annunciator when diesel is taken e Prior to taking a diesel out
2: one dedicated v out of service. - of service, the swing diesel
i : ' . . . i i 2 affe
gghgglzh;;eghgetween : ~ | “Auto-exercise switch” would be in exercise ing?d};ggigaﬁgetzgl2:1:§§ggs

units. position and "auto-start disabled" light assume this has besn doné.

ilTuminated.
Diesei generator panel! iz gp
the side of the controil rooa,
on a wall parpendicular tg the
o Diesel generator panel may be tagged. wall with the outer conscle,

e Energy supp]y breaker control switch in pu]]—.
to-lock position.

* Importance is defined as the ratio of the core melt frequency with the indicated component out of service to tnz
nominal WASH-1400 core meit frequency.
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Table I1I-2

bWR ESF COMPONENT STATUS MONITORING

COMPONENT

COMMENTS

in pump suction

line.

IMPORTANCE * lOVITORIhG TECHNIQUE
Reactor Core I§d1ation )
Cooling System (RCIC)
Conde?sate Storage 7.0 Annunciator on lo CST level. o Water can also be drawn from
Tank (CST) T : suppression pool, but operator
Source’ of water Meter-on RCIC panel. ) 4 action is requ1red to rea11on
for RCIC and HPCI Chart recorder on inner console also records valves. s
(ST Tevel. * Importance calcu]at1ons 1nc1ude
impact on HPCI operation.
e CST from Unit 3 can be used to
o . supply Unit-2.
“MOV's 15, 16, and 131 1.1 Indicator lights with control switch on RCIC
(15 and 16 N.0.; 131 panel. Control switch would be tagged if
‘N.C.) valves are out for maintenance.
. in steam supply line :
" for turbine. _
‘Turbine Driven Pump 1.1 Indicator lights with control switch on RCIC | e Control switches for MOV's
. ' panel. Control switch would be tagged if isolating pump would also be
pump is out for maintenance. tagged in the event of pump
. maintenance.
.Some. maintenance outages may trip an annun-
‘ciation (e.g., removing power from a logic
bus}).
‘Turbine Stop Valve 1.1 Indicator lights -on RCIC panel. 'D1sp]ay
-ana Control Valve - would be tagged if valves are out for main-
» ’ ) tenance o
Lockad-Upen-Valve 1.1 "® No indication in CR,

*Importance is defined as the ratio of
nominal WASH-14060 core melt freguency.

the core melt freguency with the indicated component

out of service.tn tha



Table IT-2(Continued)
8WR ESF COMPONENT STATUS MONITORING

G,
e

COMPONENT

IMPORTANCE*

TWONITORING TECHNIQUE

COMMENTS

RCIC (continued)

MOV 18
in pump suction line

MOV 20
N.O., downstream
of flow meter in
‘pump discharge
Tine.

MOV 21

N.C. in pump dis-
charge line, down-
.Stream of test

~ line.

MOV 30 and MOV{HPCT)
K.€., in test line

¥ méturning fluid to
- C8Y

.

MoV 27

N.C. in min. flow
bypass; returns
‘water to suppression
pool.

Locked-Open Valve in

Turbine Steam Dis-
charge Line.

1.

1.1

1.1

1.1

"(See comment)

1.1

| (See comment)

1.1

' .}nd1%ator Jights: with control switch on- RCIC
_pane
;.out for mainténance.

Indicator Tights with control switch on RCIC
panel. Control switch would be tagged if
valve is out for maintenance.

Indicator lights with control switch on RCIC
panel. Control switch would be tagged if valve
out for maintenance.

Indicator Tights with control switch on RCIC
panel. Control switch would be tagged if valve

| out for maintenance.

Control switch would be tagged if valve

Indicator lights with control switch on RCIC
panel. Control switch would be tagged if valve
out for.maintenance. .

Indicator 1ights with control switch on RCIC
panel. Control switch would be tagged if va]ve
out for maintenance.

NASHz1400Aassumed'thét,tool-
ant lost through test Tine
would fail RCIC. Plant

- operators disagree with th1s

assumption.

WASH-1400 assumed that cool-
ant Tost through the minimum
recirculation Tine would fail
the RCIC. Plant operators
disagree with this assumption.

* Importance is defined as the ratio of the core melt frequency with the indicated component out of service to the

nominal WASH-1409 core melt frequency.
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Table II-2 (Continued)

. BWR ESF COMPONENT STATUS MONITORING

m—

COMPONENT IMPORTANCE* MONITORINGAIECHNIQUE‘ COMMENTS,
RCIC (continugd)
0i1 Pump Supp]yihg 1.1 No. indication in CR.

.0i1 to Turbine
Control Valve

High Pressure
Coolant InJect1on

System gHPCI)

MOV's 15-and 16
- N.O., in steam
. supply line to

7 ‘turbine.

“Turbine Driven

| Booster Pump and

High Pressure
Pump.

Turbine Stop Valve
and Contro] Valve

Locked—Open Valve
vin pump suction Tine
-from CST.

1.1

1.1

14

1.1

1.1

Indicator lights with control switch on HPCI
panel. Control switch would be tagged during
valve maintenance.

Indicator lights with control switch on HPCI

panel. Control switch would be tagged dur1ng
valve maintenance.

No indication in CR.

Some maintenance outages may trop an annun-

ciator (e.g., removing power from a logic bus).

Indicator 1ights on HPCI.panel. Display
would be tagged during valve maintenance.

No indication in CR.

CST listed under RCIC
evaluations.

eControl switches for MOV's
isolating pump would be tagged
if pump is out for maintenance.

= Importance is defined as. the ratio of the core melt frequency w1th the. 1nd1cated component out of service to the

nom1na1 WASH-~1400 core melt frequency.

9 r




£2-11

Table 1I-2(Continued)

BWR ESF COMPONENT STATUS MONITORING

9]
e

water to- CST or
suppression pool.

Valve in Minimum Flow
Bypass Line.
N.C.

Locked-Open Valve
downstream of drain
Fot in turbine dis-
charge.

1.1
(See comment)

1.1

Indicator lights with control switch on HPCI
panel., Control switch would be tagged during
valve maintenance.

e No indication in CR.

COMPONENT TMPORTANCE MONITORING TECHNIQUE COMMENTS
HPCI (continued)
MOV 17 1.1 Indicator lights with control switch on HPCI
N.O., in pump panel. Control switch would be tagged during
suction line from valve maintenance.:
CST.
MOV 20 1.1 Indicator 1ights with control switch on HPCI
N.0. downstream of panel. Control switch would be tagged during
flowmeter in pump valve maintenance.
discharge.
I MOV 19 1.1 Indicator lights with control switch on HPCI-
N.C. downstream of panel. Control switch would be tagged during
.test line junction valve maintenance. '
in pump discharge.
MOV 21, 29, and 31 1. :Indicator lights with control switch on HPCI |e WASH-1400 assumed that cool-
N.C., in.test (See comment) panel. Contrpl switch would be tagged during ant Tost through test tine
lines. Return - valve maintepance. would fail HPCI. Plant oper-

ators disagree with this
assumption.

o WASH-1400 assumed that cool-
ant lost through minimum flow
bypass tline would fail HPCI.
Plant operators disagree with
this assumption.

* Importance is defined as the ratio of the core melt frequency with the indicated component out of service to tho

rominal WASH-1100 core melt freauensv
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Table II-2(Continued)

BWR ESF COMPONENT STATUS MONITORING

COMMENTS.

COMPONENT. IMPORTANCE* MONITORING TECHNIQUE
HPCI (continued)
0i1 Pump Supp]ying 1.1 ‘® Indicator lights with control switch on HPCI e HPCI will not operate-&hen

0i1 to Turbine

: Control Valves.

Automatic Depres-
‘surization System.(ADS)

ADS Valves (5)

Low Pressure Coolant
Injection System :(LPCI)

I MOV's 134, €, B, D

N.O., in pump suction

t

Tines. :
Pumps 35A, C, B, D

1

1.0

1.0

1.0

. steam isolation panel. Control switch would be

Indicator lights with control switch on
"RHR panel.  Control switches would be

. RHR panel.

® Some maintenance outages may trip an-

panel. Control switch would be tagged if pump
were out for maintenance.

Indicator lights with control switch on main

tagged if valve were unavailable for some
reason.

Annunciator if valve in open position.

tagged during valve maintenance. '
Annunciator if power is removed from valvemotors
Indicator lights with control switch on

Control switches would be
tagged during pump maintenance.

annunciator. v i

‘this pump is unavajlable.

No maintenance performed
during plant operation.

The 5 ADS valve displays are
part of overall safety valve
display. The ADS valves are
labeled by colored tape to
distinguish them from the
other safety valves.

Contrel switches fer MOV!s
isolating pump would be
tagged during pump mainte-
nance.

* Importance is defines as the ratio of the core melt frequency with the indicated component out of service to the

" nominal WASH-1400 core melt frequency.
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Table Ii-Z(Continued) |
_ . BWR ESF COMPONENT STATUS MONITORING
COMPONENT IMPORTANCE* MONITORING TECHNIQUE COMMENTS
LPCI - continued 1.0 No indication in CR.

Locked-Open Valves
23A, B, C, and O
in pump discharge
lines downstream of
HX's
MOV 20
allows flow from
all pumps to enter
either injection
leg.(See comment).

MOV's 15A and B
N.0. in injection
legs.

MOV's 25A and B
N.C. in injection
fegs.

Valves 81A and B
Locked-0Open in inject
tion Tines inside
containment.

1.0
(See comment)

9.7
9.7

8.7

Indicator lights with control switch on RHR
panel. Indicator lights are both out as power
has been removed from this MOV. Control switch
would be tagged during valve maintenance.

Annunciator if valve is opened.

Indicator lights with control switch on
RHR panel. Control switch would be
tagged during valve maintenance.

Indicator Tights with control switch and
RHR panel. Control switch would be
tagged during valve maintenance.

Indicator lights on RHR panel. Display
would be tagged during valve maintenance.

o At the time of WASH-1400,

plant had a loop selecticn
logic to enable injection
from all 4 pumps to tne
intact recirculation line

(in case of a recirculation
Tine break). MOV 20 was key
locked open to permit fiow
to either recirculation line.
This logic has now been re-
moved and the valve is key
locked closed creating two
independent LPCI trains.

* Importance is defined as the ratio of the core melt frequency with the indicated component ocut of service to the.

nominal WASH-1400 core melt freguency.
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Table I1-2 (Continued)

BWR ESF COMPONENT STATUS MONITORING

COMPONENT IMPORTANCE* ~ MONITORING TECKN IQbE | : - COMMENTS

LPCI (continued)
Control Valves 46A and 9.7 e -Indicator 1lights on RHR panel. Display wou]a
B ' be tagged dur1ng va]ve ma1ntenance

In injection lines in-
side containment.

MOV's 39A and B. 9.7 e Indicator lights with control switch on RHR

N.C. in torus test ' panel. Control switch would be tagged during
and spray lines. valve maintenance.
MOV 33 ‘ . 9.7 . }e Indicator lights with control switch on RHR
-N.C. to pressure panel. Control switch would be tagged during
vessel head spray . valve maintenance.

Core Spray Injection

System (CSIS)

MOV's 7A and C, 1.0 e Indicator lights with control switch on CSIS
B and D panel. Control switch would be tagged if valvep

N.O. in pump suc- out for maintenance.
tion lines from ‘ :
‘'suppression pool.

Pumps 37A and C, 1.0 o Indicator lights with control switch on CSIS
Band D _ . panel.  Control switch would be tagged if pump
: - : out for maintenance.

® Some maintenance outages may trip an

, annunciator.
Locked-Open Valves 1.0 o Mo indication in CR. - . 2 Local insgection of valve
63A and C, B and- D ' nosition neriocicaiiy.
in pump discharge - ; L
Tines v : ‘ : 2 Shift sucerviser cont: O]§ Key
o required to goerete vaive,
* Imoortance is cefined as the ratio of the core melt freguency with the indicated component cut of service o Lne

. V--1 FASLE T 20 cmmm e T o I ol ekt
Lo RERRE ‘n.'.\;.-"a;ruu core w2t fre QUENCTY. |
t

Al
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Table II-2(Continued)
BWR ESF STATUS MONITORING
COMPONERNT r}MPORTANCE* MONITORING TECHNIQUE COMMENTS
CSIS - continued
MOV 11A and B 1.0 o Indicator Tights with control switch on CSIS

N.O0. in separate in-
jection lines

MOV 12A and B
N.C. in separate
injection lines

Locked-Open Valves V14A| -

and B
in separate
injection lines
inside contain-

ment

MOV's 26A and B

~N:C. in test line
that injects water
into torus

Locked-Closed Valves
V16A and B, and V8A, B
C, and D -

in lines from CST to
pump suction lines.

Emergency Service
Water System (ESWS)

Valve 506
Locked-0Open in dis-.
charge iine leading fr

réactor building cool-
i

ine wator HYX'e,

P

1.0

1.0

1.0

1.0

27090

e Indicator lights on CSIS panel.
would be tagged if valves out for maintenance.|

panel. Control switch would be tagged if
valves out for maintenance. :

e Indicator lights with control switch on CSIS

panel. Control switch would be tagged if
valves out tor maintenance

Display

e Indicator lights with control switch on CSIS

panel. Control switch would be tagged if
valves out for maintenance. ‘

e No indication in CR’

o -No indication in CR.

!

e we it frecuency with the indicated Cohpohanc oul o T2y

e If two of these valves (e.g.,
16A and 8A-or 8C) are left oper
suppression pool would be draine
Single valve left open has no
effect.

e Valves are key locked closed.

Shift supervisor controls key.

o Only component whose cu
impacts ESHS availabiliis.
Other components bav: ng 2ig-
nificant effect on risk.




Table II-2(Continued)

BWR ESF COMPONENT STATUS MONITORING

COMPONENT IMPORTANCE™ MONITORING TECHNTIQUE v CON?FNTS
High Pressure Service A 0n1y components whose outase'
Water System (HPSW) impacts HPSHWS. ava1.a0111ty
‘ are listed.
Pumps A,B,C,D : 1.1 Indicator lights with control switch on

MOV's 10-89A,B8,C,D - . 3.9
N.C. in discharge
lines of HX's for

- LPRS

-Valves V11A and B 3.9
N.0. downstream of
header from each
pair of HX dis-

. charge.

‘8¢-11

MOV 2486 . 34
N.0. admits water
to discharge basin

MOV 2803 ' ' 1.1
‘N.C. admits water

to cooling tower
-if reservoir level

is low (HPSW operates
in recirc. mode).

" Indicator lights with control switch on

Control switch would be tagged if valve out

RHR panel. Control switch would be tagged
if pump out for maintenance.

Some maintenance outagesmay tripan anmunciator]

Indicator lights with control switch on
RHR panel. Controul switch would be tagged
if_va]ves out for maintenance.

No indication in CR.

Indicator “lights w1th contro] switch on
outer console {across room from ECCS panels)
Control switch would.be tagged if valve out
for maintenance.

outer console (across. room from ECCS panels)

for maintenance.

'*Importance is defined as the ratio of the core melt frequency with the 1nd1"aued componnnu out or service :c tne

nominal WASH-1400 core meit freauencv
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