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1. INTRODUCTION

Oo March 29, 1979, the day after the THI-2 accident, H. Dieckamp established
a task force to review the eveants associated with the accident. Members of
this task force proceeded to the site, but immediately became involved in
supporting the plant operation. As a result, only limited investigative
results were obtained.

Oa July 2, 1979, R. C. Arpold, Vice President-Generation, GPU Service Cor-
poration established a mew task force to complete the investigation of key
issues related to the accident. The specific issues considered by the Task
Force are shown in Table I. The charter of the task force was to perform
the necessary investigations and make a report to GPU management, with
recoamendations.

In support of this charter the task force established the following guide-
lines: :

The task force will restrict its investigation to the key elements of
the TMI-2 accident listed inm Table I.

The investigation will address agencies other than the utility only in
so far as they have a direct bearing on the accident.

The task force will be objective ip its examipnation of the accident. No
attempt will be made to justify events, actions or circumstances; nor
will an attempt be made to place blame for the accident.

The task force will make no attempt to address anmy liability for non-
performance of contractual obligations.

The task force will not restrict the evaluation of its findings to the
standards which exis%ed at the time of the accident. The task force
approach rather will be to examine the findings in light of the new
understanding which has been gained as a resuit of the accident.

The task force will draw conclusions based upon the examination of the
accident and the related events preceding and foliowing the accident.

Constructive recozmendations will be developed by the task force. The
intent of the recocmendations will be to identify and provide guidance
in those areas wher: izprovement will result in improved performance and
safety.

In carrying out this investigation the task force pursued several types of
activities:

1. Detailed discussions vere held with selected members of the plant
staff covering (s) the events of March 28 and the following days
and (b) previous plant and system policies and procedures which may
have contributel to the accident.



r Plant documents, including selected operating procedures, emer-
gency procedures, and startup and test procedures, were reviewed
for accuracy, “horoughness and clarity.

3. Examinations were made of selected plant systems and components to
determine their overall condition and conformance to design. In
addition tests were performed to determine the system and compounent
response to certain conditions.

4., Testimony before other investigative bodies was reviewed in detail,
as vere the findings of those bodies, wheve available.

S. Selected analytical tasks vere performed to support the investi-
$ gations.

The task force received substantial assistance from many individuals. Some
of the major participants are listed in Table 2.

This final report summarizes the reésults of the investigation. Details of
the investigation are given in the references, which ipnclude a detailed
sequeiice of events and narrative description of the accident. The sumzmary
of the findings in Sectiovn II is structured around the seven key elements
listed in Table I. Section III gives the conclusions drawn by the task
force, and Section IV piesents recommendations.
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TABLE 1

KEY ELEMENTS OF TMI-2 ACCIDENT
OF MARCH 28, 1979

TO BE INVESTIGATED BY THE GPU TASK FORCE

The factors related co the trip of the main feedvater pumps including
system design features, equipment malfunctions, operating procedures and
practices, awarenesi by operators, supervision and management of system
problems prior to Mavch 28 and significant actiocas by the auxiliary
operators rrior to and subsequent to the loss of feed conditions.

The rationale for the control room and staff personnel response to the
plant upset conditions during the first few hours, including information
availability, procedural considerations and exercise of authority by
supervision. In paticular, evaluate the circumstances that caused the
operators to modulate high pressure injection when reactor coolant
system pressure was abnormally low.

The Emergency Plan implementation, including timeliness of declaration
of site and general emergencies, notifications, identification of
off-site releases, and communication of plant status to appropriate
management and public officials.

The pressurizer electromatic relief valve failure mode, including
failure data from other installations and consideration of full scale
testing of a prototypical valve.

The pathways by which radiocactive fluids were transported from the
Reactor Building to the Auxiliary Building, the chronology of transfer
and the quantities associated with the transfers.

The factors leading to the incorrect status of EF-V1I2A and EF-V12B at
the time of the accident, including the reasons the surveillance
procedures were writtcn so as to simultaneously isolate both trains of
emergency feedwater, the practices that apparently permitted the
completion of the procedure without insuring attainment of proper valve
lineup, and the reasons the improper positions of the valves could
apparently exist undiscovered for almost two days.

The adequacy of assessment by plant supervision and company management
of the extent of the damage to the core, and the potential for off-site
releases, including timeliness and flow of information and technical
accuracy.



TABLE 2

INVESTIGATION PARTICIPAKTS

GENERAL PARTICIPANTS: : T. G. Broughton, GPUSC
L. Kittelson, Met-Ed
E. G. Wallace, GPUSC
P. S‘ H'llh. GPUSC
R. L, Williams, GPUSC

CONTRIBUTORS TO SPECIFIC TOPICS:

Initiating Event: G. Lehmann, GPUSC
K. Lucien, EI
W. Marshall, Met-Ed -

Pressurizer Relief Valve: Q. Billingsley, GPUSC
W. Bogert, GPUSC
J. Correa, GPUSC

Radiation Release Pathways: B. Center, EI
J. Flaherty, EI
L. Kripps, EI
J. Paradiso, GPUSC

Emergency Feedwater Valves: J. Miller, Consultant
J. J. Wagner, Penelec

Sneak Circuit Analysis: b 53 dnls:i, GPUSC
J. Lawton, Met-Ed
J. Tana, Ebasco

Energency Feedline Discoloration: R. Greenwood, Gilbert

PLANT STAFF DISCUSSION PARTICIPANTS: J. J. Blessing, CRO
R. R. Booher, CRO
K. P. Bryan, Shift Supervisor
C. C. Faust, CRO
J. R. Floyd, Unit II Oper. Sup.
E. F. Frederick, CRO
K. R. Hoyt, Shift Foreman
G. Kunder, Unit II Tech. Supt.
J. Logan, Unit II Supt. :
B, Mehler, Shifr Supervisor
G. Miller, Station Manager
F. J. Scheimann, Shift Foreman
B. G. Smith, Shift Supervisor
W. H. Zewe, Shift Supervisor

General Assistance in Arranging
Interviews BR. Harbin, Met=-Ed



I1. SUMMARY OF FINDINGS

FACTORS RELATED TO THE TRIP OF THE MAIN FEEDWATER PUMPS

The investigation of the feedwater pump trip was directed both towards
identifying the specific cause of the trip and performing a more general
evaluation of the secondary side of the plant io terms of the adequacy
of design, construction, installation, checkout, operating and main-
tenance practices. In the course of the investigation a number of
relevant features were identified.

1.

Cause of the Tiip

The icmediate cause for the trip of the Eeedva:er pumps was a trip
of the A and B condensate booster pumps.” The loss of these
booster pumps resulted in a trip of the main feedvater pumps. The
condensate booster pumps tripped on low suction pressure, due to
closure of the condensate polisher discharge valves. The auxiliary
"A" operator who was in the area at the time reported that
izmediately afier the trip he went to the polishers to make the
usual post-trip aligncent and found that all of the discharge
valves wvere closed. This condition was also observed later by the
shift supervisor.

Water in the inctrument 2ir system is believed to bave caused the
sudden closure of the condensate polisher discharge valves. An
incident which occurred on July 5, 1979, demonstrated that water
will cause the valves to close.® As the Number B polisher was
being put into service the outlet valve oscillated and finally
slacnmed shut. When the air supply line to the Number 8 polisher
valve was opened, approximately 1/2 to 1 cup of water was
obtained. After the water was rezoved, the polisher was again
placed in service and functioned satisfactorily.

The source of the water which iniciated the March 28 t-ip, however,
is still uncertain. Two hypotheses were: (1) the water vas
introduced into the Instrumen:t Air System during attempts to
unblock a plugged resin transfer line between the Kumber 7
Condensate Polishing Demineralizer and the Resin Receiving Tank;
and (2) a leak existed in the resin regeneration system which
perzitted water to be transferred to the Instrument Air Systec at
the Polishing Demineralizers.

The second hypothesis was rejected after & chemical analysis of
wvater found in the Condensate Polisher Demineralizer outlet valve
actuators did not indicate the presence of regeneration chemicals.
In addition, a daily check of the systems during a two wveek period
of pormal use including regenerationm indicated no water had been
sdded to the Instrument Air System.




2.

Several formal tests were performed in an attempt to validate the
first hypothesis. Water was injected into the instrument air
supply at the condensate polisher control panels under various test
conditions. The test results showed that all of the condensate
polisher discharge valves vent shut only when an inlet stream con=
sisting entirely of wvater was introduced into the wvater trap. This
caused the water trap dump valve to open and remain open until the
water was passed. As a result, a loss of pressure downstream of
the water trap was experienced. In one test, the dump valve wvas
jammed open by a foreign material, tentatively identified as
desiccant from the Instrument Air System air dryers.

An addicional rasult of the tests which casts some doubt on the
first hypothesis is that the pneumatically controlled stylus on the
system chart r:corders spewed water onto the charts. This condi-
tion was not found after the accident. In addition, other systems
which are normally supplied by the Instrument Air System and are
located upstream of the Condensate Polishing System did not operate
in an abnormal manner during the accident as would be expected if
the vater had been transferred through the Inostrument Air System to
the Condensate Polishing demineralizer outlet valves.

Nevertheless, the state of knowledge of the system and the test
results lend crcodence to the hypothesis that the water vas in-
troduced into the Instrument Air System while attempting to unplug
a resin blockage by the use of demineralized water and fluffing air.

System Design Features

Investigations started prior to the TMI-2 accident have indicated
that the condensate and feedwater systems operated very close to
design limits when the plant was operating near full power. The
systems have very limited capability to accommodate upsets or
transients, in part apparently due to the lack of detailed tran-
sient analysis performed as part of the system design process. 1In
addition, some component control systems were not normally operated
in the "Auto" mcde due to bad experiences with component trips in
this mode. As a4 result of these and other problems, the spare
condensate and spare booster pumps would not start automatically to
maintain the plant on~line in the event of an operating pump
failure.

A design featuve highly relevaat to the accident was the ipability
of the system to accommodate loss of instrument air without
inadvertent valve closure. Tne original design provided sensors
which act to lock the valves in their current (open) position upon
loss of either instrument air or control power. However, physical
inspection revealed that this design protection had been negated
both by disconnection of wires between the sensors and the
associated solenoids, and by solepoids placed in the "manual



operate” position.! Attempts to discover when and why these
changes vere made were unsuccessful because they were apparen:i. 7
not documented.

The polisher hypass valve (CO~V12) was designad to be opened fro:
the control rcom. The valve motor operator overload heaters,
however, were not adequately sized for the torque required to opew
the valve with a high differential pressure across the valve. The
valve thus had to be operated manually on March 28. Although
verification of the valve operation in the presence of a differen-
tial pressure was part of the original test plan, it was deferred
to hot functicnal testing and placed on the "incomplete work
list." This item was noted by Met-Ed to be a "significant item at
time of turnover." During the later hot functional testing,
however, this test wvas apparently not performed.

Another error found during the investigation was in the wiring
arrangement of the condensate pump control circuit. When the
auto/manual mcde selector switch was in manual, this circuit caused
the "A" condersate pump to trip when the "A" condensate booster
pump tripped. This wiring error was ino the 4160 Volt switchgear.
The wiring error was identified in November 1972 and a field change
wvas initiated. For reasons unknown, howvever, the alterations were
not completed for the A condensate and condensate booster pump
train. The test program philosophy to accept without verification
the interpal wiring of components furnished as packaged units
permitted this wiring error to escape detection during the
preoperational testing of the circuits.

Still another problem was the impact of turbine bypass flow on
condenser level. The design resulted in direct impingement of the
bypass steam onto the condenser level transducer, causing it to
indicate an art/ficially low level. This caused full makeup flow
and high condenser level, with the potential for flooding the
condenser and loss of vacuum. Work was in progress prior to March
28 to solve this problen.

A final example of a poor design feature is the configuration of
the resin transfer line from the condensate polishers to the
regeneration tank. This is a 2-1/2-inch diameter pipe with eleven
90° elbows. The combination of resin transfer about once every two
days and the torturous transfer path made resin blockage a not
infrequent occurrence.

Equipment Malfuactions

The basic malfunction which ultimately resulted in the unit trip
vas the inadvertent closure of the condensate polisher discharge
valves. In addition to initiating the sequence of events, the
closure of there valves also made it impossible to reject con-
densate from the hotwell. This condition directly contributed to
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the high hotwell level problem which caused the shift supervisor to
go to the condenser area, as discussed in Section II-B.

A water hamser in the condensate system piping, of undetermined
origin, resulted in two cases of equipment malfunction. The
suction pipe for condensate booster pump A was observed to move by
an auxiliary operator and resulted in the severance of an
instrument air line to the condensate reject innibit valve
(CO-v57). This severance caused the valve to fail closed, which
had no immediate effect on system operation since the condensate
flow path was already blocked by the closed polisher valve. CO=V5?
was later opened manually to provide a flow path for the condensate
to the storage tanks. The water hammer also caused a leak in the
flange joint in the booster pump A suction piping downstream of the
pump isolation valve (CO-V27A), which contributed to the confusion
in the condensate area. The valve was shut approximately 15
minutes later to stop the leak.

Operating Procedures and Practices

Investigations3 reveal that operation of the secondary plant was
in general carried out in accordance with approved operating proce-
dures. The procedure for transfer of resins for regeneration,
given in OP-21)6-2.2, was used to govern that operation as it was
performed immed.ately priur to the trip on March 28th. The
attention to that procedure is clearly indicated by the nine
revisions that have been made to date. The procedure did not,
hovever, include instructions for clearing a resin plug if one
developed, even though such plugs occurred frequently. Such
operations should be performed in accordance with written in-
structions coc:aining at least guidelines and precautions.

The control roon operators' awvareness of actions being taken by
auxiliary operators in the plant was also explored. The control
room operators interviewved stated that they were kept informed of
activities outside the control room which could influence the plant
performance. This viewpoint was slso expressed by the shift
supervisors ani shift foremen interviewed. The investigation was
limited to these interviews, but the consistent responses indicate
that the operators were satisfied with the level of communication.

Avareness of System Problems

The plant staff members interviewed? have generally reported they
vere aware of “he various problems in the secondary side of the
plant. It is not clear that the awareness was uniform at all
levels of the organization. In addition, although the maintenance
staff was attempting to correct problems, it {s not clear that
adequate resourcres were dedicated to this purpose. For example,
operators found water in the instrument air system many times, and



had to blow ou: the system in order to get it to function correct-
ly. There is, however, no evidence that a systematic attempt was
made to isolate and eliminate the source of the water in the lines.

During interviews with the operators, the task force was informed
that suggesticns for improvements usually vanished into the system
with no feedba:k. Even in cases where suggestions were adopted,
the suggestor was not always informed of the decision and when
action might be expected. This problem may have been compounded by
the fact that the operators apparently preferred informal rather
than formal submittals of suggestions.



RATIONALE FOR THE CONTROL ROOM AND STAFF PERSONﬁEL RESPONSE

The accident sequence of events including operator actions is given in
Ref. 4. In summary, the power-operated relief valve on the Pressurizer
opened and then stick open, creating a small-break loss of coolant acci-
dent (LOCA). This eventually led to major core damage because no one in
the control room recognized that the plant was experiencing a LOCA. The
task force investigztion has concentrated on identifying and understapd-
ing the factors which led to this lack of perception and the subsequent
errors. The investigation results clearly show that a variety of
different factors rather than one single factor led to these results.
The important factors are discussed in the following sections, with a
view towards identifying underlying causes and developing corrective
recommendations.

1. Effect of the Leak Location

A loss of coolant accident (LOCA) i. one of the basic events
analyzed to dezonstrate that adequise reactor covz cooling can be
maintained under adverse conditio=t. The analyses cover a spectrum
of break sizes and locations, to demonstrate that all are within
the design capability of the plant safety systems. The results of
these safety analyses also provide the data base for plant opera-
tion, operator training, and emergency procedures.

Although different leak locations were considered in the safety
analyses, the sbjective was to identify the locations providing the
most severe test for the engineered safety features. No emphasis
was placed on determining whether any particular leak location
might preseat special problems to the operators in recognizing or
responding to the leak. The data base for operator training and
emergency procedures thus was inadequate to prepare the operators
to respond to the LOCA which occurred on March 28.

A leak from most locations in the reactor coclant system will re-
sult in two symptoms: 1) decreasing reactor coolant system pres—
sure, and 2) decreasing water level in the pressurizer. Both the
training programs and the emergency procedures for TMI-2 were based
on the assumption that both these symptoms would be present if a
LOCA occurred.

The TMI accident, however, was a leak from the pressurizer vapor
space which resulted in a reduction of reactor coolant system pres-
sure but an increase in the water level in the pressurizer. Be-
ceuse of the data base deficiency, neither the training programs
nor the emergency procedures provided the operators any guidance in
recognizing or responding to this type of leak. Furthermore, as
discussed below, the operators did not have information on a pre-~
vious similar occurrence at cnother facility. The operators,
therefore, interpreted the rising pressurizer water level as an
indication that the system water inventory was increasing rather
than decreasing, and did not take the actions necessary to maintain
adequate inventory.

- 10 =



3.

Operator Training

Inadequate operator training was clearly onme of the most important
factors vhich contributed to the accident. The training program
included classzoom work, hands-on simulator training, and in-plant
revieus and drills. The program covered both normal operations and
casualty response. This training was inadequate, however, to
enable the operators to handle the situation they faced on the
morning of March 28.

The fundamental concept of the training program was to focus on
single, separable gituations. Training in casualty response
required that the operator recognize the symptoms associated with
predefined single casualty events, and relate these symptoms to a
specific emergency procedure which would govern the response.
There vas no consideration of multiple failures with a potential
for conflicting or distracting symptoms. The events on March 28
resulted in a unique set of symptoms which did not correspond to
any single set in the training program. In addition, as discussed
above, the training programs had emphasized the type of LOCA which
results in loss of both reactor coolant system pressure and pres-
surizer level, with pressure dropping to a few hundred psi. In
fact, the syomptoms from the accident were that reactor coolant
system pressure dropped only to the saturation pressure (about 1400
gs%lini:inlly) and pressurizer level rose rather than continuing to
l .

Other aspects of the training also contributed to the problem. The
B&W reactor operating philosophy is never to take the plant solid
except for hydrostatic test. Although there are advantages to this
approach, it resulted in lack of experience in taking the plant
solid. Training included no discussion of conditions under which
solid operation might be desirable or necessary. In fact, taking
the plant solid would have been a violation of the technical speci-
fications as well as several operating procedures. The situation
wvas compounded by the incapability of the B&W simulator to simulate
solid plant operations and in fact, the simulator computer program
became unstable when the pressurizer went solid. The pet effect
was certainly to condition the operators against solid plant opera-
tion. f

The training program also placed little emphasis on the tramsition
to natural circulation. So far as the task force has found, there
was no simulator training in natural circulation, and the only
mention of it wvas in reviev of emergency procedures. There appears
to have been no sxperience in operating the plan: in this mode.

Finally, the operators had not beep trained in how to respond to a
situation which fell outside the specific casualties they had
studied. In particular, there was no training which stressed the
importance of focusing on preselected key plant parameters in such
a case in order to determine the basic condition of the plant.

- 12 -




Operating and Energency Procedures

A review of procedures relevant to the actions taken in the

early hours of the accident revealed a significant weakness in the
LOCA procedure (2202-1.3). This procedure is used Co govern opera-
tors' responses to a loss of reactor coolant system pressure and
loss of pressurizer level. The procedure, however, does not cover
the spectrum of possible leaks, but gives guidance for only two
extreme cases:

(1) A small leak in which primary pressure and pressurizer level
decrease and then quickly stabilize without automatic HPI
initiation.

(2) A major rupture, in which pressure and pressurizer level con-
tinue to decrease and other symptoms appear such as decrease
in core flood tank level and pressure.

Tnere is no guidance for how the operators should respond to 2
small-break LOCA in which pressure drops to the saturation pressure
and stabilizes. As discussed above, there is also no guidance for
a LOCA from the pressurizer vapor space, in which pressure de-
creases but pressurizer level increases.

The operators referred to this procedure (2202-1.3) early on March
28, and a better procedure with more specific guidance for LOCA's
falling between the two extremes might have been very helpful.

Even more crucizl, however, wvas the use of this procedure as a
training document. As discussed below, operator refresher training
in emergency procedures was accomplished by periodic review of the
procedures. Each time an operator wemt through this training
process, he was encouraged to believe that if a LOCA occurred,
reactor pressure would drop to a very low level and pressurizer
level would also drop.

During the limited procedure review which has been performed, other
deficiencies have been found. The actions required to place the
plant in natural circulation were found in three separate proce-
dures. The precautions associated with the transfer to natural
circulation, however, were not the same in the three procedures,
even though there is no reason why they should be different. In
particular, the procedure referred to on March 28 (Station Blackout
2202-2.1) did not include the caution found in other procedures
against atteopting natural circulation with less than 35°F
subcooling in the reactor coolant system.

Finally, the general content of the procedures could be improved.
The intent of jome procedures was not clear and should be explic-
itly stated. ‘fhe requirements for transfer between procedures were
poorly covered. There was no cross-reference system showing under
what conditions a new procedure should be referred to and used.

-1l =



Given this lack of training, the absence of the symptoms the

operator had been trained to recognize as indicating a LOCA, and ‘
the perception by the operators that the reactor coolant system

water inventory was increasing coupled with a conscious or

subconscious orientation against solid plant operation, the failure |
to maintain £u11 HPI flow is understandable.

A more basic issue is that traiping was geared primarily to insure
the operators would attain and maintain an operating license. This
was based on the assumption that the licensing process reflected
the knowledge required for safe operation. The basic training .
documents were the plant procedures, with much less emphasis on
technical infcrmation such as contained in the FSAR., Classroom
training in emergency procedures, for example, consisted of the
instructor reading the procedure to the class and elaborating on
the areas he believed important. On=-the-job review likewise con-
sisted of the operator reading an assigned s : of procedures and
taking a classroom examination on them. Thi . was consistent with
the emphasis on the licensing process, sinc' examiners focused on
procedural cocpiiance and verbatim knowledge of immediate action
statements. In retrospect, this approach did not ensure a thorough
understanding of basic plant response under a wide variety of con=-.
ditions.

The general review of the training program revealed other weak-
nesses. The staff in the training department had shrunk in recent
years. Attendauce at training classes had dropped below 50Z, which
triggered memos from the training department to the operations
department. It also required the training department to prepare
large numbers of makeup lesson packages. This resulted in the
instructors speading significant amounts of time on paperwork and
less time on lesson preparation. Certain aspects of training which
had been utilized previously, such as progressive formal certifi-
cation of auxiliary operators, had been dropped. Further investi-
gation is needed to address the required training rescurces, the
need to expand the program to cover more of the plant and support
staffs, and special training needs for other members of the
organization. This investigation was deemed to fall outside the
scope of the Task Force activitiec, and is being pursued by others
(e.g. Ref. 6).

Knowledge of Relevant Previous Events

The nuclear industry has placed inadequate emphasis on insuring
that information from significant safety occurrences at s parti-
cular nuclear station are understood and widely disseminated to
improve the operation at all nuclear stations. The prior event
most relevant to the TMI transient was a similar transieat which
occurred at Davig-Besse, in which a stuck open PORV resulted in
similar symptoms to those observed at TMI and went unrecognized by
the operator as indication of a small break LOCA for over 20 min=-
utes. According to published testimony (Ref. 7) the technical

- 13 -
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staff of the NS5SS vendor reviewed this transient and recognized its
significance, but this information was not disseminated to other
users. Had this information been effectively communicated to the
TMI operators both through an updated training program and a
revised small-break LOCA procedure, the TMI-2 accident might have
been avoided.

There is evidence that previous events even at TMI were not used
effectively to upgrade the training and procedures. The March 1978
transient, for example, in which the PORV first stuck open,
received inadequate attention. Although an indicating light was
installed in the control room to permit recognition of the parti-
cular type of failure which had occurred, the task force found no
evidence of a more general review of PORV failure modes and means
of detection. No attention was given to use of the temperature
monitors as a means of detecting an open valve, since the monitors
wvere not installed for this purpose. Had this transient been more
Eully analyzed, the need for improved means for identifying a stuck
open PORV might have been recognized.

Safety Analysis Philosophy

An underlying reason for the operator's lack of knowledge of how to
respond to the TMI small-break LOCA lies in the philosophy used in
defining the design basis accidents for the plant and performing
the associated safety analyses. The approach, as set forth by NRC
regulatory practice, has been to attempt to identify bounding acci-
dents, and then to perform very conservative and bounding analyses
of the possible consequences. The results of these analyses are
not reflective of actual plant response but rather of bounding
responses used for licensing purposes.

A direct consequence of this approach is that little attention was
given to predicting the actual plant response to real events.
Training programs and operating procedures, therefore, did not have
the data base needed to provide the operator with guidance on the
anticipated plant response. A further difficulty is that accidents
vhich are theoretically smaller than the bounding accidents, but
which because of their special nature present a unique set of symp-
toms to the reactor operators, were not recognized as a special
problen. This was critical to the TMI accident. Even though some
analysis was made of & leak from the pressurizer, there is no evi-
dence of any enphasis on the peculiar perception problems such a
leak would present to the operators.

Still a further difficulty in the general approach to safety
analysis has been concentration on the initial plant response, with
no quantitative analysis of the potential problems that might arise
later in the transient. This deficiency was also reflected in the
simulator training programs, which wvere limited to the icmediate
responses to casualty conditions.

- 14 =
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Previous Experience

TMI-2 had unde-gone several previous transients im which high pres-
sure injection (HPI) had occurred. The operators wgre, in fact,
convinced that HPI might occur on any reactor trip.” The basic
reason for this relatively frequent occurrence of RPI was the small
size of the pressurizer, which resulted in initiation of HPI for
reactor trips if off-normal conditions were present. The
procedural requirements to manually secure letdovn and start an
additional makeup pump following reactor trip are a reflection of
the small pressurizer size; these actions were correctly performed
on March 28.

Because of these previous experiences, coupled with information in
training progryms and procedures, HPI following a reactor trip was
not necessarily regarded as an indicator of a loss-of-coolant
accident. Furtuermore, in the previous occurrences of HPI, the
proper action had been to throttle the BPI flow to control pres-
surizer level. Thus when HPI occurred oo March 28, and was follow-
ed by the pressurizer level stabilizing and then increasing,
operators repeated their previous actions. While the previous
experiences probably would nmot in themselves have blocked the re-
cognition of a LOCA, they certainly contributed significantly to
the operator response to HPI.

Operators may in fact have become "desensitized" to abnormal di-
tions, due to previous experiences combined with some plac® .:sign
features and conditions which existed just prior to the s cnc. At
TMI-2, leaking pressurizer safety valves produced elevated
discharge pipe temperatures before the event. Reactor building
sump pump operation had become routine due to leakage. Some
radiation alarms were expected after a reactor trip. Following a
loss of feedwater, steam generator levels normally decreased below
the 23 inch alarm setpoint and remained there for several minutes.

Such conditionu make it more difficult to recognize valid devia-
tions from expected performance. For example, alarms which are
"expected" may not receive the proper level of attention. Such an
alarm is no longer a valid ipdication of abnormal conditions. To
determine if the condition is actually abnormal, the operator must
consider the length of time the alarm condition exists, how much
the parameter cxceeds the alarm setpoint and other conditions which
could be affecting the alarming parameter. It may not be possible
to apply this judgment to many alarms simultaneously.

Use of Procedures

Some deficiencies were found in the use of procedures.> Spec-
ific examples are lack of attention to the low reactor coolant
system pressurc, the actions associated with operating the reactor
coolant pumps under aboormal system conditions, and the attempt to
transfer to natural circulation.
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The LOCA procedure (2202-1.3) which was referred to by the opera-
tors states tha: "continued operation” depends upon the capability
to maintain the reactor coolant system pressure above the HPI
setpoint (1640 psig). While this procedure did not specifically
mention the conditions which existed during the TMI accident, the
operators should havs recognized that the continued inability to
restore teacto: coolant system pressure to the normal value was an
indication that additional remedial action was necessary. They
instead concentrated on trying to control pressurizer level, as
required by other procedures and the technical specification.

The Buclear Plant Limits and Precautions procedure (2101-1.1) de-
fines a specific operating envelope for the reactor coolant pumps
in terms of resctor coolant system temperature and pressure. The
actual reactor coolant system conditions moved outside this allow
able envelope very early in the accident and remained there for
over an hour prior to the time the pumps were actually turned off.
This is not to suggest that the pumps should have been turned off
earlier. An early recognition, however, that the pumps were ex-
posed to conditions outside their normal operating envelope might
have facilitated a correct diagnosis of the reactor coolant system
conditions.

Procedure 2101~1.1 also gives a limiting curve for the use of
natural circulation. More specific prerequisites are given in
2102-2.3 "Decay Heat Removal via OTSG" and 2202-2.5 "Station Black-
out with Loss of Diesel Generators."” One prerequisite is that the
system be 35°F subcooled prior to attempting natural circulation.
The operators attempted to transfer to natural circulation without
meeting the requirement for subcooling and did not recognize that
the hot leg was at saturation condition. They felt that they had
to use natural circulation to avoid destroying the pump seals and
thus causing a LOCA. As discussed above, the operators referred to
a different procedure vhich did not include the requirement for
subcooling, but which did reference the curve in 2101-1.1.

Man-Machine Interfaces

Several aspects of the man-machine interface in the TMI-2 control
room contributed to the lack of recognition of the LOCA. The most
clear was the lack of positive position indication on the pilot-
operated relief valve (PORV) and/or flow measurement in the PORV
line.

As originally designed the POBV had no position indication. This
situation wvas changed, however, after the March 29, 1978, incident
in which the PORV stuck open due to a faulty control signal.
Because of thiy event a light was installed in the control room to
ipdicate the stste of the control demand signal to the PORV. 1In
the case of the March 2B accident, however, the control signal
correctly indicated that the valve should be closed.
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Temperature indicators downstream of the PORV could be used to
provide indicution of continuing flow in the line, and the opera=-
tors did in fact attempt to use them for this purpose. The temper=~
ature readings, however, were not permanently displayed to the
console operator, and had to be called up through the computer,
vhich was not particularly conveniently located as discussed below.
When the shift supervisor instructed an operator to 3311 up and
read the temperature, the information was apparently” miscomau-
nicated back to the shift supervisor as 232°F rather than the
actual reading of 285°F. 1In addition to this confusion over the
actual reading, no firm guidance had been given to the operators as
to what temperature readings to expect if the valve did stick open.
The shift supervisor believed that the March 1978 incident resulted
in a dovnstreac temperature of about 320°F. The pet result was
that the temperature readings wvere interpreted as being caused by
the earlier leakage followved by the momentary opening of the PORV.

Another problez vas the location and type of instrumentation oo the
reactor coolant drain tank (RCDT) which accepts fluid released by
the PORV. The indication of this instrumentation is on a back
panel which is not visible from the control comsole. 1t further=-
more consists of only meters rather than recorders. RCDT pressure
vas recorded ty the reactimeter and thus was available subsequently
for post-fransient analysis. About 40 minutes into the transient,
the operators cnecked the readings on the drain tank as & test of
wvhether there was a continuing leak through the PORV. At about 15
minutes into the transient, however, tha rupture disc on the drain
taok had burst, reducing both temperature and pressure. Since
there was no recorder, the operators simply sav normal pressure in
the tank.

In addition to these specific deficiencies, the general presenta-
tion of information in the control room, particularly alarms, does
not facilitate diagnosis of an abnormal plant condition which af-
fects many systems. Following reactor trip it was normal for the
operators to be presented with over 100 alarms occurring in a rela-
tively short span of time. Many of these alarms were irrelevant
folloving reactor trip, and only made it more difficult to sort out
the important information. The system did not assign any priority
to the various alarms, and there vas little or no segregation of
alarms by function to facilitate effective scanning. The operator
had only one acknowledge button to cover the entire set of alarms
in the control room. It was therefore common practice oot to
acknovledge alarms when they were occurring rapidly, so that £lash-
ing indications would continue. The net result of this design was
to force the operators to respond to plant transients in an en-
virooment of constant alarm buzzing, many flashing lights, and
lictle help in sorting it all out.

The plant compiter, vhich in principle could be of great assistance
in this type of complicated situation, was not designed for this
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purpose. It was small and performed only limited data logging and
display fumctions. The Cathode Ray Tube (CRT) display unit was
small, located cutside the normal range of vision of the control
panel operator, and required an operator to move within a few feet
of the display %o read it. The typevriter printers used for alarm
and utility printouts were very slow and incapable of keeping up
with the mass >f information normally generated following reactor
trip. The alam printer ran up to 1-1/2 hours late on March 28th.
Furtbermore, thore was no prioritization or selection of alarms.
It is reported? that approximately 90% of the als-as following a
reactor trip originated in the hesater draio systia and were
irrelevant for the current plant conditions. The net result was
that the operators had come to expect no assistance from the
computer durin} transients and used it only during steady-state
plant operation.

Secondary Side of Plant

The conditions existing in the secondary side (see Ref. 4) appear
to have contributed to the lack of recognition of the LOCA by
diverting the attention of the shift supervisor and at least one
control room operator away from the reactor coolant system. The
closed emergency feedvater valves, problems in the condensate
systen, and the water hammer effects all contributed.

The erronsously closed emergency feedwater block valves (EF-V12's)
exerted a significant influence on the plant behavior for the first
few minutes. Following the initial transient, the primary system
average temperature began to rise because no heat sink was present.
As reactor coolant system pressure decreased and reached the
saturation pressure in the system it became controlled by the RCS
hot leg temperature (rather than by the pressurizer) and therefore
also started to increase. Since pressurizer level was rising and
RCS pressure had (apparently) stabilized, the operators felt that
modulation of IPI was appropriate. After the emergency feedvater
block valves were opened, RCS temperature decreased, and pressure
dropped down along the saturation curve. Both temperature and
pressure finally leveled out at the values they would have reached
sooner had the EFW valves been open initially. It appears
likely,3 however, that the operators ascribed the unusual RCS
bebavior to the initial feedwater starvation followed by overfeed.
Thus, a certaia bias against consideration of a LOCA may have been
established by the initial system behavior.

The condensate system also contributed significantly to the confu-
sion. 318 The high hotwell level which resulted from closure of

the condensate polisher discharge valves caused the shift super-
visor to leave the control room at about 0415 and go to the con~-
densate system area of the turbine building basement in an attempt
to prevent loss of condenser vacuum., Bs made this decision based
on his personal knovledge of earlier similar problems, and the
availability of another shift supervisor to remain in the control
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room. The subsequent inability to open the polisher bypass valve
wvith the motor operator and the lack of a hand wheel for manual
operation prolonged his absence from the control room until about
0500. The air line rupture and water leak which resulted from the
vater hammer probably also contributed. It is impossible to gauge
the real effect of the shift supervisor's 45 minute absence from
the control room, but his presence in the control room might have
been helpful.

Another contributor was the water hasmer noise on the Loose Parts
Monitor for the "A" steam generator. This noise caught the atten-
tion of the control room cperator controlling the feed system and
caused him to throttle the EF=V1l valves to reduce the thermal
shock o the steam generators. This may have further conmtributed
to & focus on the secondary side of the plant as the source of
problems.
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EMERGENCY PLAN IMPLEMENTATION

Review of the emergency plan implementation cancln:ritcd on five issues:

1.

2.

.3'

b

5. ?

Timeliness of the emergency declaratiom.

Adequacy of information flow to state agencies.

Special conditions associated with :ﬁc events of March 30.
Identification of off-site radicactivity releases.

Overazll adequacr of the emergency plan.

The findings? in these areas are summarized in the following sectioms:

1.

Timeliness of Emergency Declaration

Radiation emerjencies were classified into three levels by the
emergency plan: local emergency, site emergency and general emer—
gency. The emergency plan requires that a local emergency be
declared whenever two radiation monitors in the same building reach
alarm levelsr— On March 28, although two "process" radiation moni-
tors in the sam2 building reached alarm levels, a iocal emergency
wvas never deciared because previous plant practice ipdicated that
this criterion referred only to "area" monitors.

The timeliness 5f the site emergency declaration is subject to
controversy. Most criteria for a site emergency involve radiation
levels, and when radiation monitors indicated that these criteria
wvere satisfied, the shift supervisor did in fact declare a site
emergency. One criterion for a site emergency, however, is not
related to radiation levels. This criterion requires that a site
emergency be declared whenever there is "loss of reactor coolant
system pressuru coincident with a high reactor building pressure
and/or high reactor building sump level." This is generally re-
ferred to by the senior operators as the "LOCA criteria." The
criterion does not specify exactly what constitutes loss of reactor
coolant system pressure or high building pressure. On the morning
of March 28, the shift supervisor did evaluate plant conditions
against the criterion but, as discussed in a previous section, he
did not recognize that a small-break LOCA was occurring and, there-
fore, did not declare a site emergency at that time. The only
clear conclusion is that the criterion as vritten wvas far too
vague, and more specific criteria are required. Whether in fact
the shift supervisor should have responded to this criterion by
declaring a si:e emergency much earlier in the accident depends on
the interpretation of the criterion.

The criteria for declaration of a general emergency include the
requirement that it be declared when the dome monitor in the
reactor containment building reaches 8 R/hr. When this occurred at



approximately N724, a general emergency was declared by the
Emergency Director (station superintendent).

Information Flow

A review of various Pennsylvania Emergency Hanagement Agency (PEMA)
log books and discussions with representatives of relevant agencies
along with the testimony of state Bureau of Radiation Protection
(BRP) personnei, indicate that once the emergencies were declared,
prompt notification of all individuals required by the emergency
plan was accomplished.” The site emergency was declared at 0655
and by 0715 all the notifications had been completed. Similarly
the general emergency was declared at 0724 and by 0740 the ootifi-
catiouns were complete. By OBl5 on=-site assembly and accountability
vas completed with all personnel accounted for.

After emergencies are declared the emergency plan specifies that &
line of communication be maintained with the Pennsylvania BRP. The
log books maintained by this agency and the testimony of agency
officials indicate that the information flow regarding radiation
releases was generally satisfactory for the needs of this agency.
The Unit 1 control room was established as the area from which
radiological dose projections and monitoring oo~ and off-site were
directed. Oper telephone lines were maintained with both the NRC
and BRP. Jhe-communications appear to have continued throughout
the period when thern were measurable releases of radioactivity.

Up-to-date information on plant status was not communicated as
fully as desirible to the senior utility management and the NRC.
It should be noted, however, that NRC personnel were in both
control rooms by about 1000 hours, and they maintained comtiouous
communication with their regional office.

Events of March 30

At 0710 on Friday, March 30 Unit 2 began aa approximate two hour
venting of the makeup tank to the vent header. This process was
required to relieve the pressure buildup in the makeup tank in
order to reseat the relief valve on the makeup pump suction. The
vented gases normally flow to the vent header and are then trans-
ferred by compression into waste gas decay tanks. Manual venting
of the makeup tank for short intervals had been initiated on March
29 and was periodically repeated throughout March 30. Releases to
the environment occurred during each venting process due to leakage
in the vent header system (see Sectiom II E).

When venting started on Friday morning, radiation monitoring teams
surveyed levels in the down-wind direction and a helicopter moni~
tored the airspace over Unit 2. The staff in the Unit I control
room promptly reported the releases to the BRP, and continued to
keep then informed regarding the current activity levels being
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released and the anticipated duration of the release. During the
moraing, however, some of the operating crew in the Unit 2 control
room were unaware that this line of communication existed. To make
sure that state agencies were aware of the events in progress, a
supervisor in the Unit 2 control room notified the PEMA chat a2
release vas in progress. There was apparently some confusion in
the communication and PEMA personnel interpreted one statement as
indicating that an evacuation of surrounding personnel might become
necessary. :

The situation was further complicated by an NRC misunderstanding.
The readings taken March 30 at 0800 by the helicopter monitoring
the plume directly above Unit 2 were approximately 1200 mR/hr.
Since this coin:identally corresponded to an NRC prediction of the
expected ground level doses in the event of a waste gas tank rup-
ture, officials in the NRC Bethesda office apparently interpreted
the measured values as ground level readings. An RRC official then
called the PEMA and recommended a local evacuatiom out to 10 miles.
Eventually the confusion vas untangled, but a precautionary evacusa-
tion of pregnant women and small children was agreed upon by
Pennsylvania and NRC officials (see Ref. 7).

Identification of Off-Site Releases

Radiation monitsring teams were dispatched and began reporting on-
and off-site doses as of 0746 on March 28. 1Initial radiation sur-
vey results on site in the dovnwind direction and off-site on the
east shore of the river indicated radiation levels less than 1
mR/hr beta-ganma. The initial wind direction was toward the west
shore. Realizing that it would take a monitoring team a significant
amount of time to drive to the west shore, the Emergency Director
requested the State Police helicopter. The helicopter arrived om
site at 0B35 and picked up & monitoring team. The helicopter team
reported radiation levels of less than 1 mR/hr beta-gamma in
Goldsboro at 0832. The THMI Emergency Director concurrently dis-
patched a monitoring team by vehicle to the west shore.

As field monitoring readings wvere received in the Upit 1 control
room, they were transmitted to the BRP over the established phone
line. This method of information flow to the state began at 0725 on
March 28 and continued for the next several weeks. During the
first several veeks following the accident at least four teams were
used for monitoring, one team on the west shore, one on the east
shore, one on-uite and one in the helicopter. Once it was realized
that a leak existed in the vent header system, it became standard
procedure to powition the monitoring teams in the down wind direc-
tion and place the helicopter over the vent stack during & makeup
tank venting evolutionm.
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5.

Eaergency Plan Adequacy

The emergency plan as written was effectively implemented. In
retrospect, hovever, it is clear that the emergency plan which
existed at the time of the accident underestimated the organiza~
tional and communication difficulties which would arise. The plan,
training, and irills were designed to cope with rapidly developing
scenarios which could be handled by an augmented on-site emergency
organization and a simplified communications network between the
licensee and state agencies. This type of scenario was not the one
experienced at THI.

The protracted series of events which actually occurred revealed
inadequacies i3 the organizational support, in the communication

. system and in the predefined information flow network required for

accident managenent. The TMI experience showed that a large off-
site support organization is needed to assist the in-plant organi-
zation and this organization grew out of necessity. The TMI-2
scenario permitted many organizations, both inside and outside GPU,
to become involved in accident management and information release
to the media and public. The events which occurred the morning of
March 30 vividly point out the communication deficiencies in the
plan.

There were also problem areas with communication equipment. Al-
though adequate fcr initial notification, thz phone capability in
each control room was inadequate to cope with the subsequent com~
munication load. The walkie-talkies used by the off-site monitoring
teams did not possess sufficient signal strength to provide reli-
able communication capability at the longer distances traversed by
the teams. Until additional phone lines were added, communications
with off-gite support personnel were very restricted. There was no
predefined communication mechanisam to provide adequate management
avareness, utilize B&W, GPU and NRC technical support, and provide
for unified releases of information to the media from a single
source.

Off-site monitoring teams encountered two other problems. First,
the DC/AC inverter units used to pover the air samplers were used
80 heavily that a significant number of them burned out. Secondly,
the SAN-2 analyzers wvere unable to accurately determine iodine
concentrations because the air sample charcoal cartridges became
saturated with xenon. Analyzing iodine concentrations in a
significant xenon cloud @y in the future require sending the
samples to an offsite couuting lab.
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PRESSURIZER RELIEF VALVE FAILURE MODE

The TMI-II power-operated relief valve (PORV), also called a pilot-
operated relief valve, is an electromatic relief valve manufactured by
Dresser Industries. This same valve is used on all but one of the B&W
series 177 nuclear plants, and is also used on at least one Combustion
Engineering plant (Pzlisades).

The most complete list of instances in-which a power operated relief
valve failed open is contained in a supporting staff report to refersnce
5. The 12 known instances in which the valve failed open are suzmarized
in Table 3. The failures at Beznau and Davis Besse occurrsd on valves
supplied by other manufacturers. Of the 8 failures of Dresser valves
wvith known causes, 3 ware electrical failures, &4 were mechanical
failures, and 1 (Rancho Seco) was a leaking valve rather than a real
failure. It is significant that 5 of the B failures occurred prior to
commercial operation of the plant.

A revievw of the observed failure modes does not provide any clear indi-
cation of why the valve failed to close at nI-2.11 Most of the
problems are not of a generic nature but rather random causes. The one
generiz feilure mode associated with the Oconee-3 and Crystal River
events was binding of parts which prevented closure of the pilot valve.
Dresser subsequently initiated a design modification to preveat future
failures of this type. The PORVs on both TMI Units were modified in
1977 per Dresser and B&W iostructions.

The history of the TMI-2 PORV also does not reveal the cause of fail-
ure.!l The Unit 2 valve was originally installed in 1974 on Unit 1 as
replacement for Unit 1 valve while it underwent modifications. The
valve wvas returned to Unit 2 in September 1975. Mipor modifications
vere subsequently made to the valve in 1977 and 1978 but none of these
are suspected to have led to its failure in 1979.

An earlier investigation'? coocluded that the PORV had been leaking
prior to the accident. This conclusion was based on the elevated tail
Yipe temperatures dowvnstream of the PORV. A more thorough investigation

3 however, has shown thst one of the code safeties had been leaking,
and a repair request had been generated by the plant operating staff to
repair it. Since the PORV and safety valves discharge to a common
header, the leaking safety valve was the cause of the elevated tail pipe
tezperatures.

In summary the cause for the PORV failure in the open position camnot
be determined from information currently available. The failure mode
may be determined once the valve can be inspected.
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TABLE 3 - STUCK OPEN PORVs in PWRs

REACTOR

Palisades **
Oconee=2 **
Oconee=~2 *w
Beznau

ANO-]1 o>
Oconee=3 o+
Crystal River ** - —
Davis-Besse ¢
Davis-Besse
TMI=2 g%
Rancho Seco #*+

THI=2 **

** Dresser supplied PORV

# Reported in NUREG-0560.

DATE
9/7
8/73

11/73
8/74
8/74
6/75

11/75
9/77

10/77
3/78
6/78
3/79

ASSIGNED CAUSE
Loss of power
Wiring error
Pilot leakage
Fractured bousing
Pilot vent lipe
Corroding leakage
Stuck solenoid
Hissing relay
Pilot stem clearance
Lloss of power
Leaksage

Vakaova

Note: The Rancho Seco event of 6/78 was included in the open PORV listing
of NUREG-0560, but was apparently of leakage variety.
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E.

PATHWAYS BY WHICH RADIOACTIVE FLUIDS WERE TRANSPORTED

The principal releases of radioactivity resulting from the TMI-2 ac-
cident were gaseous releases which occurred on March 28, 29 and 30.
Several investigations have been elr' nd ggt to determine the pathwvays
by which these releases occurred.
independent evaluation of the pl:hnyl1 and this is believed to be
the most thorough a3d definitive of the investigations.

GPU has sponsored an

It is now believed that the principal pathway for releases of gaseous
activity (see Figure 1) was via leaks in the radwaste gas system into
the auxiliary building and out the stack. On March 28 the radicactive
gas vas transported %o the radwaste system from vents on the reactor
coolant drain tank and bleed tanks. The drain tank received the
discharge from the ?0RV. The bleed tanks contained large amounts of

radioactive gases probably due to lifting of relief valves in the
letdown and makeup system. On March 29 and 30 the radiocactive gas in
the radvaste gas system resulted from deliberate venting of the makeup
tank vhich wvas required to support safe operation of the plant.

These release paths as well as others wvhich were smaller contributors to
the total releases are discussed in the following sections.

1. Gaseous Releases from the Radwaste Gas System

Helium leak tests performed after the accident identified seven
leaks in the RWGS. Six of these were on the discharge from the
wvaste gas compressors: five flange leaks and one valve body to
bonnet leak. The other leak was on a pipe common to the inlet of
both compressors, on the outlet flange from a liquid drainer. The
existence of lecks in the system is supported by observations prior
to the accident that, the waste gas decay tanks would lose a couple
of psi over the several day period after pressurization. Since the
tanks were kept constantly at a pressure of greater than 80 psig
for the day following the accident, leakage was likely. It is
believed that radiocactive gases released :hrou;h these leaks and
thence through the station vent to the env1ronnent constitucted a
principal source of offsite doses.

There wvere several knowvn releases from the radwaste gas system
(RWGS) associated with the construction and testing of a discharge
bypass line from the waste gas decay tanks to the reactor building
on March 30 and April 1. These releases combined with those as-
sociated with venting the makeup tank (discussed below) are
believed to have accounted for essencially all of the releases on
March 29 and 30.

2. Reactor Coolant Bleed Holdup Tanks

The reactor coclant bleed holdup tanks are known (from shift logs)
to have received increases in ioventory on the 28th. In addition,
extremely high levels of radiation (1000 R/Hr) existed in the area
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of the tanks after the accident. The bleed tanks are normally
vented to the vent gas system, which utilizes two parallel com-
pressors to transfer waste gas to the waste gas decay tanoks. Since
leaks vere subsequently found in this system, this appears to be a
part of the major release pathway on March 28. ;

In addition, the releases from the makeup and purification system
(discussed below) probably caused a significant pressure buildup in
the bleed tanks. Iwo relief valves on each tank (setpoint 20 psig)
discharge directly to the station vent via the waste gas system
relief beader, bypassing the waste gas filters. Pressure relief
may thus have contributed to the releases.

Reactor Crolant Drain Tank Vents

The reactor coolant drain tank (RCDT) vent also discharges to tae
RWGS vent header. This vent line is nommally open and discharges
to the RWCS via the reactor building vent header. Therefore, it is
probable that during periods of high pressure, prior to the rupture
disc bursting, water was discharged to the RWGS. Considerimg the
pressures involved it is possible that the pressure relief valve on
the reactor building vent header lifted, discharging water to the
reactor building sump. Following the bursting of the rupture disc,
opening of the PORV block valve caused sufficient pressure buildup
in the RCDT to transport high activity vapor to the radwaste gas
vent header. This was a viable pathway for release of radiation on
March 28 until 0756 when the containment was isolated.

Relief Paths frcm the Makeup & Purification System

Pressures greater than normal were experienced in parts of the let-
down portion of the Makeup-Purification system on March 28. This
resulted from flow restrictions caused by physical blockage of the
purification filters and demineralizers by "crud" or boron per-
cipitated from the reactor coolant system, and/or the accumulation
of reactor coolant system gas in the makeup tank. The increased
pressure almost certainly resulted in the lifting of one or more of
the relief valves in the letdown system. This is confirmed by
observed makeup tank level and letdown flow oscillations, which
indicate relief valves opening and closing.

The letdown and makeup system contains various relief valves. Of
these, MU-R3 is considered likely to have been a pressure relief
path. It is set at 130 psig and is upstream of the demineralizer
filters (MU-F5A & B). Blockage by solid matter filtered from the
reactor coolant system would cause £low restrictions and higher
than normal precsures in the section of the letdown line where
MU-23 is located. As a result, reactor coolant (with higher than
pormal activity lewels following the loss of cladding integrity)
would be transported to the reactor coolant (RC) bleed holdup tanks
and vented to the waste gas system.

- 27 -



‘q‘l_—r

5.

Relief valve MU-R1l is located downstream of the makeup tank. Off
gassing ia the makeup tank probably caused a pressure buildup suf-
ficient to lifz MU-R1l (set point B0 psig) which alsc discharges to
the RC bleed holdup tanks.

The lifting of relief valves MU-R5A & B is unlikely by either of
the above mentioned mechanisms. Pressure drops across both the
filters and demineralizers would prevent MU-RSA & B (located down-
strean of the demineralizers) from seeing high pressures. The
higher setpoint of 150 psig for MU-5A & B also supports the con-
clusion that it was MU-R3 which provided the primary relief path.
High pressure in the makeup tank would be relieved by MU=-R1l, and
check valves MU-V133 and MU=-V107A & B (all located dovnstream of
MU=R5A & B) would prevent backflow through the letdown line and out
MU-RSA & B.

Starting 0435 on March 29th the makeup tank was periodically vented
to the radwaste gas system vent header by opening MU-V13. Exam~
ination of str.p chart recorders shows a strong, repetitive cor—
relation between this venting and the increase in radiation levels
on several area gamma monitors in the auxilisary building and fuel
handling building. It has been concluded by all investigations
that releases associated with venting the makeup tank represent a
large fraetiem cf the total releascs on March 29 and 30. There is
no evidence of similar venting activities on March 28th.

Steam Generstor Leak

Based on the behavior of steam generator "B", the operators
suspected on Miarch 28 that a primary to secondary leak had oc—-
curred, and this vas confirmed by subsequent water sasples. Steam
generator "B", after being isolated at 0527, was reactivated at
0645. Strip chart recorders (HP-UR-3236~CH 7) indicate a gaseous
release from the condenser vacuum pump exhaust beginning at
approximately 0700 with a rapid increase in activity. The dis-
charge of the vacuum pumps bypasses the Auxiliary Building filters
and is routed directly to the station vent. Steam geperator "B"
wvas reisolated ct 0704, and remained isolated. The count rate ox
the exhaust monitor peaked at 0715, then decreased and stabilized
by about 0830.

Attempts to quantify the releases from this pathway were not
totally succesrful. Based on the available information, however,
the total releases from the secondary system werez believed to be
substantially less than those via other pathways.
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6. Ligquid Releases

The large quantity of water vhich was released to the Auxiliary
Building during the accident resulted primarily from leaks in the
river vater -pump. These vere known to be leaking prior to the ac-
cident. The relatively small quantity of radicactive water which
led to contamination of the river water is believed to have bean
released through noraal operation of the liquid drainers in the
radwaste gas system, since soce of the conditions discussed above
undoubtedly led to significant quantities of radicactive water in
the radwaste gas system.

FACTORS LEADING TO THE INCORRECT STATUS OF EFV-12A AND B

Investigations by several different bodiesl»7,12,15,17,18 pave failed
to identify the reason vhy the emergency feedwater block valves EF-V12A
and B were found closed on the morning of March 28. The valves are
known to have been ¢losed on March 26 as part of performance of Sur—
veillance procedure 2303-M27A/B. Existing documentation and operator
testimony indicate that the valves were reopened at the completion of
the procedure. The signed checkoff list, however, was considered only
an operating tool and was not kept, so the only documentation is an
entry that the entirc procedure was completed. There is no evidence as
to whether or not _the valves were subsequently closed either deliber-
ately or inadvertently. In particular, no evidence of sabotage wvas
found. ? %

The task force did not reinterview the operators iovolved in the sur—
veillance procedure, because the thoroughness of the previous investi-
gations made it unlikely that new information would be obtained. The
investigation was rather centered on other aspects of the valve closure,
including vhether the surveillaoce procedures violated technical
specifications, the practices which should guarantee proper line up of
safety systems, the reasons why apparently incorrect positions could go
undetected for a period of time, and such subsidiary factors as the
possibility of a sneak circuit and the reason for the discoloration in
one of the emergency feedvater train piping systems. These are
discussed in the following sections.

1. Surveillance Procedure

Surveillance Prozedure 2303-M27A/B is performed to ensure com
pliance with technical specification 4.0.5.a.2, which references
section 11 of the ASME boiler and pressure vessel code for in-
service testing of class 1, 2 and 3 pumps and valves. The valve
operability portion of the surveillance procedure includes the
checking of the .2on-return check valves to ensure they do not leak.
It is the inclusion of this requirement in the procedure that led
to having all feedwater paths to the steam generators simultane-
ously under pressure during the surveillance test. This was
initially accomplished with valves EF-V11A & B, which are somally
closed.
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2.

The simultaneous closure of the 12A and B header isolation valves
during the surveillance test wvas the direct result of a procedure
change request (PCR) dated August 10, 1978. This change, which
called for the 12A and B valves to be in the closed position for
the duration of the test, vas requested because of leakage through
the 11A and B valves, which resulted in relatively cold water being
introduced into the steam generator and themmally cycling the
energency feedwater nozzles. The procedure change requestc vas
initiated by the Mechanical Maintenance Department, prepared by the
Engineering Department, and reviewed and approved by the PORC and
GRC groups. Frocedure change requests have a nuclear safety evalu-
ation section that must be filled out; section 2C questions "Dces
the attached procedure change or reduce the margin of safety as
defined in the basis for any technical specification.” 7he answer
given wvas "No".

The applicable technical specification, 3.7.1.2.2 & b, defipes the
emergency feedwater system as three independent steam generator
emergency feedwater pumps and associated flov paths, snd requires
that it shall bs operable as a limiting condition for operation.
One "systex" may be inoperable for 72 hours but must subsequently
be returned to urvict or the plant be placed in hot shutdown with=~
in the next 12 nours.i? The specification makes no statement re-
garding flow_paths and/or components out of service, and is unclear
as to the real requirement. While the surveillance procedure may
not bave violated the literal requirecents, the Task Force believes
that it wvas contrary to the intent of the specifications. In conm—
trast the TMI-1l surveillance procedure indicates that at no time
may two emergency feed trains simultaneously be out of service.

It should be noted that Surveillamce Procedure 2303-M14A/B/C, Rev.
8 (Emergency Fuedwater System Valve Lineup Verification and Oper—
ability Test ana Turbine Driven Emergency Feed Pump Operability
Test) (Rev. 7) also calls for simultaneous closure of feedwater
header block valves 12A and 12B during the test.

Alternate Procedure for Surveillance Tests on Emergency Feedwater
Systems

The procedure change that required closing the EF-V12 valves wvas
initiated because of concern that the EF-V11l valves leaked. An
obvious alternative is reduce the leakage past these valves so that
the EF=V12 valves can remain open. If leakage cannot be stopped,
the effect of the leakage should be evaluated to determipe if the
leskage and the thermal shock problem are in fact significant.
Another approach would be provision for the EF-V1i2 valves to open
automatically on emergency feed demand. They could then be closed
during testing.
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1f none of the above approaches are practical, the ASME Fower Test
Code, Section XI Subsection IWV 3521 allows check valve testing to
be deferred to plant shutdown as follows: 'check valves shall be
exercised to the position required to fulfill their function umnless
such operation is not practical during plant operation. Valves
that cannot be exercised during plant operations shall be specifi-
cally identified and shall be full stroke exercised during cold
shutdown. Full stroke exercising during cold shutdowvas for all
valves not full stroked exercised during plant operation shall be
on a frequency determined by the intervals between shutdowns as
follows: for intervals of 3 months or longer, exercise during each
shutdown; for intervals of less than 3 months, full stroke exercise
is not required unless 3 months have passed since the last shutdown
exercise."

This postponement of testing would have to be justified by showing
that testing during plant operation is oot practical. If so, the
Technical Specifications allow isolation of the emergency feedwater
system when in Mode 3 with the steam generator pressure below 800
psig, so testing could be performed with the EF-V12 valves shut in
this hot shutdown condition.

Why Improper Valve Alignment Went Undiscovered

The proce&urcs and practices of the control room operators did not
tequire written documentation of the status of valve positions.
The operators vere expected to routinely monitor the bench board
parameters and indicators available. The actusl wvatch-standing
practices, however, apparently did not include a systematic check
of safety system status as part of the routine duties. Control
room operators interviewed by the task force reported? that they
believe improperly aligned systems could have gone undetected for
an extended period of tivre.

Shift turnover proceduies also did not guarantee that incorrect
alignment would be identified. Status lists or check lists were
not used as part of the routine turmover. The shift change routine
would reveal a particular system misalignoment only if the system
wvere knowvn to be in an abnormal condition or if a test was in pro--
gress at the time of turnover. Sipce the test on March 26 wvas
initiated and completed during the regular shift hours, the oo-
coming shift wuuld only have been informed that the test had been
successfully completed.

Finally, the color convention used for indicating lights at TMI-2
does not facilitate recogpition of an improper system aliguoment,
since red (or green) lights may be correct for some components and
improper for others.
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Surveillance Completion Practices

The general practice for completing & surveillance procedure vas
that the operator carrying out the test would complete it and sign
off on a checklist. This checklist would then be taken to the
shift foreman wio was expected to verify that all steps had been
signed off, and to meke and maintain & record that the procedure
had been satisfactorily coumpleted. There was no provision for
double checking either by the control room operators or by a second
operator making an inspection in the plant, that the system vas
left ip the correct aligunment. There was thus no verification of
the completion of the procedure.

Sneak Circuit Investigstion

A separate invectigationl® was carried out to detemine if a

sneak circuit or other unknown circuit anomaly could have caused an
inadvertent clcsure of the EFV-12 valves. The investigation con~-
sisted of a careful review of the design documentation followed by
a detailed in-plant hardware check. The latter included physical
inspection of components and cabling, and trial operation of the
valves from the various control stations. It also included insula-
tion resistance measurements for all cables and conductor resist-
ance measurements, compared to the calculated resistance of the
known length BT the conductor. :

Ko sneak circuits or other anomalies were found which could have
resulted in accidental valve closure. The local control stationm
buttons have rubber caps which make inadvertent operations
extremely unlikely. Other components in the circuit were found to
be in a normal conditionm.

Three discrepancies, however, were found between the installed
circuitry and the design requirements:

1. In one case three conductors were terminated to a single ter-
minal point in direct viclation of the design requirement that
no more tban two conductors be terminated at any one point.
This did not, however, affect the operation of the circuit.

2. A spare limit switch which, in the design documentation, was
shown unconnected to any circuit, was, in fact, wired into the
circuit in series with the limit switch which should have
terminated valve closure on reaching the desired torque. The
superfluous limit switch was actuated by the position of the
valve actuator, and, due to the incorrect wiring, sctuslly
functioned to stop the valve closure prior to the time the
desired torque had been achieved.
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3. The overload heaters in the circuit which opened the valve
were found to be undersized by a factor of three compared to
the design requirements. The pet result was that if the valve
had temporarily stuck whilc being opened, the undersized
overload heaters might have prevented the necessary torque
from being exerted to complete the valve opening.

6. TFeedwater Pipe Discoloration

Physical examination of the plant indicated that the feedwater
piping between EFV-11B and the contaioment penetration was sub~
stantially discolored. The discoloration was greatest at the point
of entry of the piping into the contaioment and in fact, the paint
was actually blistered at this location. The discoloration
diminished upstream from the containment entry.

Investigation has revealed that the discoloration was probably
caused by hot wvater from steam generator "B" flowing backwards in
the discolored line. Such discoloration would occur if the cross-
over check valve leaked or failed open, since there were many hours
on March 28 when the pressure in steam generator "B" was signifi-
cantly higher than that in steam generator "A". A test performed
by heating a section of pipe support painted with the same paint
used in the eme<gency feedwater line achieved the level of dis-
coloration observed in the emergency feedwater line at temperatures
ranging from 2455°F for minimum discoloration to 420°F for the maxi-
mum discoloration and blistering observed. The actual vater tem—
perature in stenm generator "B" was above 420°F concurrently with
the required pressure differential for at least & hours on March 28.

ADEQUACY OF ASSESSMENT OF THE EXTERT OF DAMAGE TO THE CORE

Based on interviews with operators and other station personnel present
in the control room early in the accident, it appears that sarly
perception of the core condition differed greatly from the currvent
understanding. The general opinion seems to have been that some fuel
damage had occurred, but this was limited to cracking of some percentage
of the fuel cladding. Some quotations referred to approximately 1% of
the fuel having ruptured cladding.

The high incore thermocouple readings taken at about 8:00 a.m. on March
28 might have trigge-ed recognition of the true core condition, but
these readings were not widely known and were apparently not recognized
as valid by the senior station management who did hear of them.

The task force found no indication that anyone made a substantial effort
during the day of the accident to rigorously assess the likely state of
the core. The personnel who might have made such an assessment were
concentrating on reectablishing a stable core cooling mode, carrying out
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the emergency plan, and communicating with the many agencies and
individuals who needed information. Realization of the presence of
large quantities of hydrogen in the primary system appears to have
first led to the realization that core damage vas major. This
assessment occurred late Thursday night, March 29 and early Friday
morning, March 30. (Ref 19).




111. CONCLUSIONS

This investigation of the TMI accident has concentrated on identifying and
evaluating the basic factors which contributed to the accident or related
events. The approach lias been to evaluate the significant factors using the
perspective which has arisen as a result of the accident rather than pre~
vious standards. The intent of the evaluation has been to identify those
areas where performance improvements are desirable and achieveable.

The overall conclusion of this investigation is that the TMI-2 accident was

the result of a complex combination of factors. Problems arose from equip-

ment design and/or operation, software (e.g., training and procedures), and

buman performance. No single factor would have been sufficient to cause the
accident.

Equipment problems were found to result from deficiencies in design, instal-
lation, startup and test, operation and maintenance. Operation and mainte-
nance problems in the condensate system, coupled with the limited capability
of the system design to accommodate transients, resulted in the unit trip.
Failure of the pilot oparated relief valve (PORV) to reclose initiated the
accident, and the plant operators hnd no direct indication of this failure.
The plant design was such that p:evxous non=-lOCA transients had led to oc-
currences of high pressure injection (BPI). so initiation of HPI was not
taken as a signal that an accident was in progress. Problems with the
secondary plant systems distracted the operators. Finally the limited ap-
plication of human engineering in the design of man/machive interfaces left
the control room operatars without ready access to some useful information,
vhile besieging them with irrelevant alarms.

A basic software problem arose from lack of appreciation of the unique symp-
toms which would result from this event. The data base used for operator
training and preparation of emergency procedures was limited to a LOCA which
reduces both system pressure and pressurizer level. The limited attention
vhich had been given to the consequences of a leak from the pressurizer did
not focus on the difficulty in recognizing the leak, due to the rising pres-
surizer level. The operators also did not have access to information on the
occurrence of a similar event at another plant. Furthermore, the simulator
used for operator training did not have the capability for simulating a LOCA
from the pressurizer vapor space. The operators thus expected loss of both
pressure and pressurizer level if a LOCA occurred, and vere not equipped to
recognize a LOCA from thie pressurizer vapor space in vhich pressurizer level
did not reflect the system inventory.

A related problem arising from training and procedures was the attitude
towards taking the plant solid. Although this was an appropriate tesponse
to the conditions which existed on March 28, neither the training ‘program
nor the emergency procedures gave any guidance regarding conditions under
which solid operation might be desirable or necessary. In fact, taking the
plant solid would have been a violation of technical specifications as well
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as several operating procedures. Solid operation was used only for hydro=
static testing, and never during normal operations, including refueling
shutdowns. Simulator training alsoc did not imclude solid plant operation.
The net effect was to condition the operators against solid plant operation.

Other software and buman factors played a role in the accident. Operator
training in general had placed emphasis on attaining and maintaining ao NRC
operating license; in retrospect this approach did not guarantee a thorough
understanding of the plant performapce under all foreseeable situations.
Casualty training, including simulator training, stressed planned response
to predefined single failures, and did not deal with simultaneous multiple
failures which present unique sets of symptoms to the operators, such as
actually occurred at T™MI. No training had been given in response to events
which were not predefined. Emergency and operating procedures were found to
provide unclear and in sume cases contradictory guidance. Errors in oper=
ator judgement delayed isolatiom of the leak and resulted in prolonged oper~
ation at low reactor coolant system pressure. Precautions and limitations
in some emergency procedures were overlooked or mot recognized as applicable.

Finally, the nuclear design and regulatory process had emphasized conserv=
ative bounding analyses of unlikely plant accidents, which were intended to
confirm that the overall design criteria had been met. For both unlikely
accidents and expected plant transients, inadequate attention was given to
predicting the most prooable plant response. Training programs and opera-
ting procedures thus did not have a sufficient data base to provide the
operator with all the needed informaction.

Review of the responses to the accident showed that the organizatioms in-
volved had not perceived the magnitude nor durationm of requirements in the
post=trip period. The protracted series of events which actually occurred
pointed out inadequacies in the organizational support, in the communicaticn
system, and in the predefined information flow network required for effec=-
tive accident management. The TMI experience showed that a large off-site
support organization is needed to assist the in-plant orgamization. While
information flow to the cognizant state agency regarding releases of radio—
activity vas generally adequate, there was at least one case of contra=-
dictory information bein released. Communication systems proved inadequate
to properly inform utilicty management and the NRC of plant status and prob-
lems.

The task force investigations of other factors relevant to the accident led
to the following conclusions:

(1) The root cause of the reactor trip was water in the instrument air lines
to the solenoids on the condensate polisher discharge block valves;

(2) The reason why the PORV stuck open cannot be determined until the valve
can be inspected, if then;

(3) The principal pathwar for release of radiocactive material to the
environment was gasecus reieases from the Radwaste Gas system;
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(4) The reason for the incorrect status of the emergency feedwater block
valves is not known.

(5) Plant staff and company management concentrated on plant cooldown,
emergency response and communications on March 28 rather than assess~
ment of total core damages. Realization of the extent of cor: damage
resulted from discovery of the hydrogen bubble.

These investigations also revealed problems which, although not direct
causes of the accident, should be corrected. Attempts to deteimine the
exact nature of the initiating event led to the discovery of (1) undocu-
mented and in some cases apparently erroneous modifications to secondary
system components, (2) system and component operating problems which should
have been detected and zorrected during initial plant startup, sand (3) sub-
standard practices in modifications to electrical circuitry. Investigation
of the emergency feedvater valve closure revealed that watch standing pro-
cedures and practices were inadequate to detect incorrect aligoment of
safety system components.

The task force did not perform a thorough review of the role played by TMI
oanagement relative to che identified problems, primarily because the man-
agement structure was significantly changed from that which existed at the
time of the accident. Tne task force did, however, develop some recommen=
dations for future management actions, as discussed in the next section.

On a broader per:,ective the fact that the identified problems span the
scope of rerponsibility of nuclear vendor, architect/engineer, comstructor,
owner /operator and regulators suggests that the types of problems identified

in this investigation are not unique to TMI. The task force investigation
was specifically confined to TMI-2, and therefore reflects the performance

of organizations other than GPU/Met-Ed only to the extent that those organi-
zations directly participated in the TMI-2 project. The measures of per-
formance available pricor to the accident, however, indicated that in areas
such as total resources available, performance of operators on exams, etc.,
THMI was at least as Zood as the average nuclear plant. It seems a permis-
sible inference that the entire nuclear industry had become somevhat com=
placent regarding the possibility of a transient leading to major core
damage. This attitude probably stemmed from the outstanding safety record
of the auclear industry, coupled with a belief that current regulatory prac-
tices provided adequate protection. In any event, it appears likely that
the industry in general would profit from a careful and critical reviev of
its current levels of performance and an upgrading of performance standards
where appropriate.
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A.

IV. RECOMMENDATIONS

General Recommendations

The overall recommerdation is for an upgraded standard of performance
for all aspects of the nuclear related operation. This requires two
significant changes.

1. locreased resources are required at the working level to support
specific changes discussed below. This may be accomplished at
least in part by improving the efficiency of the total operation,
but may also require added resources. This change in resource
requirements and allocation should be regarded as a continuing need.

2. HRewv standards of personnel perfommance are required at all levels
in the plant organization. This requires that fair and realistic
but strict staxards be set, communicated and enforced on a
continuing basis.

The responsibilities for the safe and reliable operation of the unit
must be communicated to and understood by each individual sssociated
with the unit. Everyone must understand that management will do its
part in making sure that adequate resources are available at the working
level, and that each member of the organization is expected to do his or
her part in ensuring that these resources are effectively and efficient-
ly utilized.

Specific Recommendations

1. A comprehensive study of training needs should be conducted cover—
ing all areas of the organization including operations, mainte-
pance, health physics, quality assurance, and plant staff, and all
levels of personnel including technicians, engineers, superviiors
and management. The result of this study should be used to modify
the training program.

The revised program should be structured to the groups that it will
train. Operaturs should be trained to recognize abnormal plant
‘response, to identify accident causes from the diverse data sources
available to them, and then to apply their plant knowledge and use
procedures effectively to correct the condition. Supervisors
should be trained to evaluate information and to make the decisions
that result in proper action during casualty situations. They must
also be trained in methods of administering the plant to insure
that operators are always aware of system and equipment status and
are prepared to respond to abnormal situations. The plant engi-
neering staff must be trained in plant operations so that they are
better equipped to apply their knowledge to support the operations
staff in areas of (a) procedure writing, reviev and implementation;
(b) operations review; and (c) evaluating and advising during
abnormal plant conditions.
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The operator training program should be carefully reviewed to en-
sure that all operations which might be required under emergency
conditions are covered in the program, both in classroom training
and at the simulator. Specific operations vhich must be added to
those previously covered in the training program include conditions
under which the plant should be taken solid, methods for operating
the plant when solid, transition to natural circulation and opera=
tion under natural circulation. In additiom, the training program
should specifically instruct the operator in how to reapond to &
plant conditiop which does not appear to be covered by the pre-
defined events emphasized in the training program. It should
include: techniques for diagnosing the problem or problems; which
plant parameters to focus on to insure basic safety; methods to be
used to bring additional technical resources to bear on the prob-
lem; and the luthnr;ty and responsibility of the operating staff to
deviate from previous directions when required to rtnpond to
unforeseen situations. .

A general review of the upgraded training program should be per-
formad by an independent group to ensure that the entire spectrum
of training nceds is being addressed. Reviews of the upgraded
training program which are completed include (1) the Ad=Hoc Ad-
visory Committees on Personnel Selection & Training and Man-Machine
Interface & Communications, (2) the Penn State Pedagogical Review
Committee and (3) the TMI~-1 Operator Trlxn;ng BReview Committee.

In addition, plant mansgement should require independent periodic
assesszents to evaluate training effectiveness in satisfying the
established needs of the program.

Watch standing and shift turnover practices should be upgraded.
Watch station responsibilities should be clearly defined. Fommal
procedures to assure operator awvareness of the plant status should
be critically reviewed and revised to provide an efficient inte-
grated and manageable method for obtaining and controlling plant
status. Evaluation of operator awvareness by such techniques at
randoa, unannoirced checks (alertness drills) would also be use-
ful. Watch standing communications should be formalized and
utilized uniformly.

The emergency oparating procedures should be completely revised.
The basic approach should be hierarchial response to all casualty
conditions, to ensure that the basic ouclear safety needs are sat-
isfied before addressing equipment protection and recovery activi-
ties. A general diagnostic procedure should be developed to facil-
itate identificution of applicable emergency procedures and to
assist in dealing with multiple casualties. Specific procedures
covering particular accident conditions would then be used for
longer term recuvery.

The intent of the actions required by a procedure should be clearly

understandable to the user and the technical basis should be
thoroughly emphasized in the training program. A procedure should

-39 =



4.

establish time guidelines for completion of immediate and follow—up

‘actions to help the operator establish priorities. Symptoms should

be described in a manner that allows the operator to interpret the
degree and probability of accident causes. Conditions which must
exist prior to overriding safety systems must be clearly defimed.
Technical deficiencies in these and other procedures should be
identified and corrected. The interfaces between and among proce-
dures should be clearly explained.

In order to izprove the quality of procedures, an integrated pro~
cedure development and review system needs to be implemented. The
specification for the system should clearly delineate responsibili-
ties for initial development, technical reviews, safety reviews and
final product physical quality (e.g., legibility). The techmical
reviev system should provide for a multiple level of review and
revision by the using group, on-site engineering, and off-site
engineering and design groups. The final review by PORC or its
successor should concentrate on the safety issue addressed. The
group responsible for the physical quality of the final procedure
should ensure the procedure is clearly written and understandable
for the specific using group, and that the print, figures and
tables are of good quality and legible, and understandable in the
using envirooment (e.g., control room during a transient or main-
tenance locatisu as appropriate).

Steps should be taken to ensure compliance with procedures. Sug=-
gested methods include classroom training in use of procedures,
emphasis on use of procedures during simulator training, and in-
plant audits to reveal the extent to which procedures are used and
complied with. The inviolate nature of procedures in use durinpg
normal operations must be emphasized. Where procedures for normal
operations are found to be inadequate or im error, changes must be
made immediately using formal temporary and permanent change pro=
cesses. Continuation of normal operations without these approved
changes should not be allowed. For rapid transients or accidents,
guidelines for making deviations should be preestablished and
enphasized as part of the training program. Situations in which
deviations frouw procedures may be required should be discussed with
operators and incorporated into compliance guidelines.

Pogitive steps should be taken to insure that all modifications to
plant equipment are reviewed and approved in advance, and are
thoroughly documented.

Improved adminpistrative controls for ensuring completion of operat-
ing, maintenance, and surveillance procedures should be implement-
ed. These might involve, for example, independent check—offs by an
independent party.
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5.

7.

A periodic review of the watchstanding organization should be per-
formed tc¢ ensure that the following guidelines are met on a con~
tinuing basis.

a. The shift supervisor and shift foremen must be kept sufficient-
ly free of other responsibilities that they can adequately
perforn their basic management function of assuring safe and
efficient plant operation. This requires, for example, that
they have sufficient time to maintain current and detailed
knowledge cf the plant condition and status.

b. Adequate analytical capability must be immediately available at
all times to ensure a technically correct and timely response
to any unusual plant conditions.

c. The number of control room and -nxiil;ry operators must be
sufficient to carry out all required operations, but should not
be so large as to impair the efficiency of the operations.

d. The support required by the watchstanding operation such as
personnel, administrative, purchasing, etc., should be com-
pletely sstisfactory in quantity, quality and timeliness.

e. The relationship between the watchstanding organizations at
Unit Yt amd Unit 2 should be appropriate for the then current
condition of the two plants. At present this should imply twe
completely separate watchstanding organizations but for future
different conditions it may be desirable to explore other
alternatives.

The approach to emergency planning should be improved. This should
include the development of a predefined off-site support orgamiza-
tion staffed by in-plant and technical support personnel. Commun~
ications concepts must be substantially upgraded and the equipment
to achieve the concepts designed, purchased and installed. In-
plant communications should be based on systems used only by
operators, and capable of use with respirators. They should be
compatible with off-site systems through plug=in phones or radios.
Both on-site and off-site support centers should have real-time
computer terminals with access to the plant data base. The commun~
ications of information from the company to the media must be or—
ganized and the mechanisms defined. An emergency classification
system which precvides for a better graded level of response must be
developed. The criteria which initiate emergencies must cover a
broader range of plant problems and must be clearly and unambig-
uously vorded so that a minimum of discretionary judgment is
required to determine whether one has been exceeded.

For all management level and operating positions in the new TMI

organization and for other selected non-management positions, the
accountabilities of the position and the authorities delegated to
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8.

9'

10.

11.

it should be clearly delineated. This should include entry quali-
fications and standards used to measure the performance of indivi-
duals holding these positions. The interfaces between the plant
operational staff and the supporting engineering and other techni-
cal groups should be clearly and formally defined. Considerable
emphasis should be placed om insuring that all individuals involved
understand howv these interfaces are to work and under what condi-
tions they should be used. The offsite groups should be assigned
specific accountabilities to support the plant operation both on
request and on a continuing basis. The above information should be
documented in an organization manual.

As soon as the new nuclear organization is finalized and fully
staffed, an indzpendent team should conduct a thorough review to
ensure that the organizational structure will achieve the desired
performance in an effective and efficient manner. The review
should also verify that each member within the organization
understands how it will work and how his particular responsibili-
ties relate to the total organization. The review team should also
investigate whether resources are maximized at the point of work
rather than in administrative overhead.

The effectiveness of the plant operational review committee (PORC)
or its equivxient should be substantially improved. This may
require improved committee organization and staff support, greater
time commitmen: on the part of the senior members of the committee,
and more complete reviews prior to PORC review.

The plant staff should be exposed to more technical data that would
help them understand plant response. A formal method must be set
up to insure this information flow on a continuing basis, and the
involved portions of the organizations must be assigned specific
accountabilities. To support this function a central technical
group should be charged with providing information drawn from ipei-
dent repor:ts from other plants, transient analyses performed in
support of safety evaluations, and other evaluations. In addition,
this central group should review each TMI transient to determine
the cause and to recommend measures to prevent or avoid reoccur—
rence of undes’rable events. Where appropriate, specific
analytical tasks should be performed by support organizations teo
provide the operating staff with desired data.

The overall information flowv to the control room operator should be
improved. An upgraded computer system, including modern imput/
output devices vith data format matched to operator needs should be
provided. Trending capabilities should be improved and should
include capability for multi-parameter plots. The Unit 2 annunci-
ator system should be changed to provide a better method of loca=-
ting and identifying alams. Multiple acknowledge levels should be
provided, and the location and grouping of important alarms should
be reviewed. Consideration should be given to the incorporatiom of
a critical system status board or equivalent, which would make it
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plant operational considerations. The TMI-1 control room study

easy for the operator to rapidly determine whether all safety
systams are ip their operational state. This might be accomplished
by & hard-wired panel in the control room or alternately might be
accomplished through the expanded computer system.

The human engineering of the THI 1 and 2 control rooms should be
reviewed to identify the potential for human error. A coaprehen~
sive review should be conducted which considers the interaction of
operators with plant systems, procedures and other operator aids
during normal and off-normal conditions. Changes recosmmended by
the reviev should be implemented on a schedule consistent with

currently in progress will satisfy this recommendation. The report
of the Ad Hoc Committee on Man-Machine Interface” contains addi-
tional detailed recommendations for TMI~-1 and 2.

The general coadition of the as-built -secondary side of the plant
should be verified by a careful reviev of design requirements and a
detailed comparison of the entire BOP to these requirements. As-
built drawings and associated documents should be verified and
procedures and practices for control of all future changes should
assure that these drawings/documents are kept current. Specific
problems identified in this report (e.g. in section A.2, A.3, C.5,
& F.2) and. others identified by the BOP review should be corrected
prior to the restart of Unit 2.

A formal suggestion system should be used which facilitares employ=
ees making suggustions for improved plant operation, which ensures
that these suggeations receive appropriate consideration, and which
guarantees that the employees will receive timely feedback on the |
disposition of their suggestion. The system should be simple to
use and should avoid generating a proliferation of paperwork which
interferes with its operation. For exsmple, the system might uti-
lize a printed form for making suggestions and responding to
suggestions which consists of the original and two copies. The
suggestor would fill out the top portion of the form by hand, de-
scribing his suggestion and the reason why it should be adopted.
All three copies would be forwarded to a clerk who would log the
suggesticn and rchedule it for reviev by a management tesm with
suthority to make immediste decisions. This review should occur
perhaps once a month for suggestions submitted during the previous
month. As & result of the review, the secretary would £ill in the
bottom of the form giving the disposition of the suggestion, the
rezsons and the anticipated schedule of any action. The original
would then be forwarded to whichever department was assigoed the
action. One copy would be maintained in the master suggestion file
and the third copy returned to the original suggestor.

A formal system should be implemented which documents degraded
conditions of plant equipment and ensures corrective action is
taken. The sy:tem should have as a primary objective an effective
method of keeping operators on shift appraised of all critical
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equipment that is.out of service or operating in a degraded mode.
The system should also facilitate documenting of minor deficiencies
without burdeasome paperwork on the part of the operations or main~
tenance staff. '

Steps should be taken to ensure that desirable small improvements
in the plant are not hindered by the difficulty in obtaining
authorization to proceed with the improvements. Tais might be
accomplished, for example, by making an annual resource fund avail~-
able to the Hanager of Plant Operations who would be authorized to
spend this money for desirable improvements in the plant operation
or maintenance without further approval.

A systematic evaluation of the response of the secondary plant to
anticipated transients should be performed. This should utilize a
mathematical model of appropriate portions of the condensate feed-
water and steam systems. The results should be used to identify
desirable improvesments in control methods, setpoints, etc., in
order to ephance the capability of the plant to withstand such
transients with minimum interference with normal plant operation
and minimum reliance on safety systems to protect the plant.

Additional analysis of plant performance is required to increase
understanding of events which are likely to occur during opera=-
tion. Andlysis methods such as failure modes and effects analyses,
safety sequence diagrams and fault and event trees can be used to
identify event Jequences vhich may differ from those assumed in the
design and licensing processes. Additional analyses are also re-
quired for each event to ensure recognition of the symptoms and
response for the full spectrum of severity of that event. The
results of this vork should be imput to design reviews, procedures
and training.

Recognizing that no attempt to predefine all possible failure
methods and event scenarios can be complete, analysis is also
required to aid in diagnosis of plant conditions and development of
guidelines for uction which do not depend on knowledge of the
specific events which led to the existing condition.

The plant has been designed to be tolerant of some degree of de-
graded component and system performance. Operation with degraded
conditions should be carefully evaluated to ensure that anomalies,
individually or collectively, do not obscure abnormal performance
directly or by reducing the sensitivity of the operator to symptoms
of abnormal performance. Such evaluations might include a review
of the operatiig and emergency procedures to determine which ones
would be affected by the abnormal condition(s) and vhat the effect
would be. Analysis, including simulation, might be required to
enable a thorough evaluation. Based on this review, modifications
to procedures, alterations of operating limits, alarm setpoints or
monitoring requirements could be considered along with training of
operators to svpport changes.
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The final judgement as to whether to continue operations should be
based on the collective impact of the existing anomalies. This
judgement should be made by senior plant management.

Because of the difficulties of conducting such a objective evalua-
tion, the goal should be to keep the mmber and degree of anomalies
minimal. ‘

Fipally, Senior Management must ensure that the improvements
resulting from this accident continue in effect on a long term
basis. Unless chis point is effectively implemented, the improved
performance may gradually degrade.
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